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We characterize experimentally and theoretically the high-energy dielectric screening properties of the
prototypical correlated metal SrVO;. The dynamical structure factor measured by inelastic x-ray scattering
spectroscopy as a function of momentum transfer is in very good agreement with first-principles calculations
in the adiabatic local-density approximation to time-dependent density-functional theory. Our results reveal the
crucial importance of crystal local fields in the charge response function of correlated materials: They lead to
depolarization effects for localized excitations and couple spectra from different Brillouin zones.
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I. INTRODUCTION

SrVOs is a cubic perovskite with a rather simple electronic
structure. The V ions are in a d' electronic configuration in an
octahedral environment with three #,, bands, well separated
from the other bands, crossing the Fermi level. It is hence eas-
ily amenable to a description based on the Hubbard model and
has been long considered as a prototype strongly correlated
metal [1,2]. Indeed, despite experimental issues related to
the surface sensitivity of early photoemission measurements
[1,3-7] and the formation of oxygen vacancies [8], in the last
15 years SrVO; has served as a testbed for the development
of dynamical mean-field theory (DMFT) implementations for
real materials [4,9-18].

The dynamical screening of the Coulomb interaction,
evaluated in the random-phase approximation (RPA), is the
key physical ingredient that within Hedin’s GW approx-
imation [19] describes electronic correlation beyond the
Hartree-Fock approximation. The importance of dielectric
screening in order to renormalize the electron-electron inter-
action has also been recognized for using the Hubbard model
in solids [20,21]. In the recent past, the frequency-dependent
RPA screening has been often employed within the DMFT
framework to evaluate the on-site Hubbard interaction U in
SrVOj; [21-26]. On the other hand, on the basis of ab initio
GW calculations [27], it was recently demonstrated that the
coupling with low-energy plasmon excitations is responsible
for the photoemission satellites of SrVOj3. These results (see
also Ref. [28]) called for a reconsideration of correlation
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effects in SrVOj;, which was later confirmed by extended
DMEFT calculations as well [18,29,30].

Both recent DMFT and GW calculations therefore indicate
the crucial importance of determining accurately the dielectric
screening properties of SrVO;. Nevertheless, to the best of
our knowledge, a detailed experimental investigation is still
lacking [31]. Nonresonant inelastic x-ray scattering (IXS) ex-
periments measure the dynamic structure factor S(q, ) and
can therefore provide such information [32]. Thanks to IXS
it is possible to have access to both plasmons (i.e., collective
charge excitations) and various kinds of interband transitions,
together with their dispersion as a function of the wave vector
q. Furthermore, IXS experiments use hard x rays resulting in
true bulk sensitivity and reduced sample damage per unit vol-
ume. On the theoretical side, the dynamic structure factor can
be calculated within ab initio linear-response time-dependent
density-functional theory [33-35] (TDDFT) and directly com-
pared with experiment.

In the present article we therefore tackle this question.
By combining IXS experiments and first-principles TDDFT
calculations, we present a detailed investigation of the high-
energy electronic excitations of SrVO; as a function of the
momentum transfer q. Accurate knowledge of those exci-
tations also informs the construction of low-energy models
within DMFT [21]: they are the charge fluctuations that are
used to calculate the Hubbard U [36].

In principle, TDDFT is an exact method to describe neu-
tral electronic excitations in materials. However, in practice
ab initio approaches have to adopt approximations such as
the adiabatic local-density approximation [37] (ALDA). They
have been shown to provide reliable loss spectra for sp semi-
conductors and metals [34,38], but have rarely been used for
strongly correlated df compounds (see, e.g., Refs. [39—44]).
Our detailed comparison of TDDFT simulations and
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experimental results therefore provides an important bench-
mark to establish the extent to which the most widely used
TDDFT approximations can be useful for describing and
understanding the physics of electronic screening also in
correlated metals [45].

The article is organized as follows. In Sec. II we outline
the experimental and computational details. In Sec. III, on
the basis of the very good agreement between measured and
calculated spectra, we analyze the origin of main spectral
features and we unravel the strong impact of the induced
crystal local fields, which turn out to be an essential aspect of
the dielectric response of SrVOs. Finally, Sec. IV summarizes
our work.

II. METHODS

A. Experiment

The experiments were performed at beamline ID20 of
the European Synchrotron Radiation Facility. The data were
acquired using the RIXS [46] and Raman [47] spectrom-
eters. We used an incident photon energy of 6455.93 eV.
The incident flux was monochromatized employing a Si(111)
monochromator and Si(440) analyzer crystals with a 2-m
bending radius were used. The total experimental energy reso-
lution was approximatively 1 eV (full width at half maximum)
as read off the elastic line.

The sample was a SrVOj; single crystal grown by the
floating zone technique. The orientation was studied with the
Laue method and the crystal surface was prepared by polish-
ing followed by removal of the damaged layers with nitric
acid. With the RIXS spectrometer we used a 6-26 scattering
geometry with q oriented along the (100) direction. With the
Raman spectrometer we used a multianalyzer setup and the
momentum transfers have components along a perpendicular
reciprocal lattice vector as well. The momentum resolution
was of the order of 10% of G = (100) at the low scattering
angles and less than 1% at the highest. The experiments were
performed at room temperature. The tail of the elastic peak
gives uncertainty to the experimental results for w <5 eV
and, in the following, the spectra are reported and discussed
in the energy range of 5-50 eV. Therefore, the investigation
of dd excitations at energies below 5 eV is left for a future
experimental work.

B. Theory

The dynamic structure factor S(q, ) for a transferred
momentum [48] q describes the longitudinal response of an
electronic system to an external scalar potential. Thanks to the
fluctuation-dissipation theorem, it can be related to the loss
function —Imel\;1 as (n is the mean electron density) [32]

2

S(q, ) = —“z—znlmeﬁzl(q, )
7> Imey(q, ®)

~ 4n’n [Reey(q, )]* + [Imey (q, w)]*

ey

Plasmon resonances correspond to the zeros of Reey for
Imey, not too large, while spectral features associated with
(screened) interband transitions can be detected as peaks of

Imey, as well. €y is inversely proportional to a diagonal ele-
ment of the inverse dielectric matrix [49,50]:

1

Ea.lg(qra (,()) ’

en(q=9q,+G,0) = (2)

where ¢, belongs to the first Brillouin zone and G is a
reciprocal-lattice vector. For ¢ — 0, the expression (2) yields
the macroscopic dielectric function €)(q — 0, @) that de-
scribes the optical spectra. In any inhomogeneous material,
the off-diagonal elements G # G’ of the dielectric matrix
€G.¢ are not zero and therefore contribute to the diagonal
element of its inverse ea’IG. By defining M as the submatrix
of € that does not have the row and column G, Eq. (2) can be
rewritten as

en(@=q, +G,0) =g c(qr, o)

- Y €6 (@ 0Mg! ¢ (@, 0)ec, c(q ®). (3)
G],Gz;éG

The off-diagonal contributions due to inhomogeneities in the
response functions explicitly appear in the sum over G; and
G, in Eq. (3): they are called crystal local-field effects (LFEs).

The inverse dielectric function is related to the density-
density response function x via the Coulomb interaction v,:

o6 (@ ®) = 86,6 + (@ + Gxe.o (@ ©). (@

Within TDDFT, yx can be obtained as a solution of the Dyson-
like equation [51]:

X6.6(@n ®) = X8 6@ o)+ Y X6 (@ )
G1,62

x [ve(@r + G1)d6,.6, + & 6,0 @)]
X XG,.6'(qr, @), Q)

where x° is the Kohn-Sham (KS) independent-particle re-
sponse function and f,. is the exchange-correlation kernel.
The RPA corresponds to setting f,. = 0 in Eq. (5). The sim-
plest approximation beyond the RPA is the ALDA, where a
local and static approximation to f,. is adopted. x° is built
from the KS [52] orbitals ¢,k and eigenvalues &,:

1
X6.6@r @) = 5 3" ik — firkra)
n,n' kK
> /bnn’k(qrv G),b,f,,/k(qh G/)
o+ &k — En'k+q, + lT] ’

(©)

where f,x are the Fermi occupation numbers, £
is the crystal volume, and 5 — O gives rise to a
Lorentzian broadening. The matrix elements p,,k(q,, G) =
[ drg} (r)e @ F6)Tg o (r) give the oscillator strengths.

In the RPA and when LFEs are neglected, Ime), reduces
to the independent-particle picture of a sum over transitions
(nk) — (n'k +q,):

472
Imey (4, ) = < 3 (fik = fiksa,)

nn'k

X 1Bk (@rs G)*8[0 — (enksq, — Ex)l,  (7)
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FIG. 1. Comparison between experimental IXS spectra (black) and theoretical dynamic structure factors calculated within the ALDA
(blue) and the RPA (green). g, denotes the experimental (theoretical) momentum transfer value in reciprocal lattice units (r.L.u.) and /iw is
the energy transfer (q, is the wave vector in the 12 x 12 x 12 grid that is the closest to q.). The experimental and theoretical spectra have been
normalized to the area under the curve between 5 and 40 eV. A vertical offset has been added to the spectra for improved clarity. (a) Low g.
(b) Intermediate g. (c) High ¢. The theoretical spectra have been broadened by 0.17 (0.4) eV for panel (a) [panels (b) and (c)]) to match the

experimental resolution.

whereas LFEs and exchange-correlation effects beyond the
RPA effectively mix all those electron-hole transitions.

In the present work, ground-state KS orbitals and energies
are obtained in the local-density approximation (LDA) within
a plane-wave basis approach on a 12 x 12 x 12 I'-centered
k-point grid with norm-conserving pseudopotentials (includ-
ing V 3s and 3p and Sr 4s and 4p semicore states) and an
energy cutoff of 100 hartree. To calculate x° from Eq. (6),
200 bands have been included in the sum and the matrix
size has a 245-eV cutoff. We have adopted the experimental
lattice parameter of the cubic perovskite crystal structure [53]
a = 3.8425 A. Spin-orbit coupling has a minor effect on the
electronic structure of SrVO; and has been neglected. We
have used ABINIT [54] for the KS ground-state calculations
and DP [55] for the TDDFT simulations of IXS spectra.

III. RESULTS AND ANALYSIS
A. Comparison between experiments and calculations

The low-g experimental IXS spectra are presented in
Fig. 1(a) alongside comparisons to ALDA and RPA calcu-
lations. Their main characteristics are a peak at 14.2 eV, a
shoulder around 24 eV, a strong peak at 31 eV, and a further
peak at 41 eV. The 14-eV peak loses relative intensity upon
increasing the momentum transfer, while the high energy edge
of the peak increases in intensity with respect to the peak max-
imum. Intensity is suppressed in the valley between the 14.2-

and 24-eV peaks, and the latter increases in intensity. The
main peak at 31 eV shows broadening towards the low-energy
side with increasing g, suggesting contributions from disper-
sive excitations, or nondispersive ones with a g-dependent
intensity. Finally, a nondispersive peak emerges at 42.6 eV.

In Fig. 1(b) we present intermediate-g spectra. The low
energy edge of the 14.2-eV peak shows a slight suppression
of intensity with increasing g. The 24-eV shoulder continues
to develop into a clear peak. Near 31 eV, the intensity is
suppressed and the maximum is found at lower energies. The
42.6-eV peak increases in intensity as does the continuum past
the peak maximum.

Finally in Fig. 1(c) we present the high-g spectra. One
immediately observes that the peak at 31 eV has completely
merged with the continuum and that the 24-eV peak remains.
Furthermore the 41-eV peak is now the most prominent fea-
ture of the spectrum. We also note that the intensity region
from 5 to 15 eV has also developed a double-peak structure
that was not clearly visible at low or intermediate g. There is
a sharp peak at 6.6 eV followed by a broad feature extending
up to 14 eV. Here the line shapes remain roughly constant
upon increasing g and the spectra overlay very well across the
whole energy range.

Overall the calculated spectra present a slight underestima-
tion of some peak positions and are more structured than the
experimental spectra. The inclusion of lifetime effects would
damp many features, especially at high energies, and could
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(a) S(qg,0): full calculation
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Energy [eV]

(b) S(q,0): without LFE

Energy [eV]

FIG. 2. Dispersion of the calculated dynamic structure factor
S(q, w) for q along the (100) direction. The size of q ranges from
q = 0.083 (bottom curve) to q = 4.083 (top curve) by steps equal to
0.166 reciprocal lattice units. (a) Full calculations within the ALDA.
(b) Calculations within the RPA neglecting local field effects.

further improve the agreement with experiment [56—-60]. Any-
way, considering the fact that in the comparison between
calculations and measurements no adjustable parameters have
been used, the agreement between ALDA and experiment
is remarkable even for this supposedly strongly correlated
transition-metal oxide. Furthermore, also RPA and ALDA
results are qualitatively similar, supporting the use of the RPA
for the calculation [21] of the Hubbard U in SrVO; [61].

B. Dispersion

Having verified that the calculated screening captures the
most important electronic excitations occurring in the mea-
sured loss function with very good accuracy, we can safely use
the simulated spectra to analyze more in detail the dispersion
of the measured electronic excitations as a function of q.

Figure 2(a) shows the ALDA dynamic structure factor
S(q, w) for q along the (100) direction and size g spanning
from (1/12)G to (49/12)G, i.e., from 0.136 to 6.677 A~!,
with (1/6)G steps. Each curve, corresponding to increasing
g from the bottom to the top of the figure, has a vertical offset

proportional to g. In other nonequivalent directions the results
are qualitatively similar and therefore not reported here for
brevity.

The spectra are characterized by a rich set of features
that do not display large dispersions with g. Being nondis-
persive in reciprocal space means that they correspond to
electronic excitations that are quite localized in real space.
The shape of the spectra, instead, changes very much. Be-
sides the gradual development of a broad continuum at large
energies and momentum transfers that is typical of Compton
line shapes [59,62], the relative spectral feature intensities are
strongly varying with g. Some peaks that are weak at small
q increase to become the most prominent features at large
q. The emergence of these peaks is even more noticeable
in the spectra of Fig. 2(b) that are obtained by neglecting
entirely the LFEs, i.e., from the first row of Eq. (3) calculated
within the RPA. Without LFEs the spectra look very different,
even qualitatively. Indeed, LFEs turn out to be the crucial
ingredient to reach a good agreement with experiment. A
similar strong impact of crystal local fields was found in other
materials where the electrons are analogously localized (see,
e.g., Refs. [43,63-66]). By comparing Figs. 2(b) and 2(a) we
see that LFEs mainly damp the most intense peaks (located
at ~23 and 40 eV for large ¢) and redistribute their spectral
weight to higher energies.

In the following we analyze more in detail the physical
origin of the most important peaks in the spectra and we
elucidate further the role of LFEs.

C. Origin of the spectral features

In the calculations it is possible to examine the contribution
to the spectra from the various one-particle states by selec-
tively removing them from (or adding them to) the sum in
Eq. (6). To this end, we choose three representative spectra
from the series displayed in Fig. 2 for momentum transfers
q along the (100) direction. The outcome of this analysis
is shown in Figs. 3(a)-3(c) for the small ¢ = (1/12)G, in
Fig. 3(d)-3(f) for the intermediate g = (23/12)G, and in
Fig. 3(g)-3(i) for the large g = (47/12)G. In these figures we
progressively add to the contribution from V #, and O 2p
valence bands (green lines) the shallow core (i.e., semicore)
states [67]: Sr 4p (purple lines), O 2s (blue lines), and V 3p
(red lines). The latter corresponds to the full calculation, as V
3s electrons do not contribute in the considered energy range
and Sr 4s electrons (not shown) are weakly visible only at
large g (Sr 4s — 4d is dipole forbidden).

Figure 3(a) displays Imey, calculated in an independent-
particle approximation (i.e., within the RPA without LFE),
see Eq. (7). At energies below 15 eV the excitations from
the O 2p electrons dominate, while the peak at 20-25 eV is
mainly associated with Sr 4p — 4d transitions, with a very
small contribution from the O 2s electrons. Finally the peak at
40 eV has aclear V 3p origin.

In the corresponding loss function —Ime Ajjl [see Fig. 3(b)],
the peaks are shifted to higher energies. The difference be-
tween the absorption spectrum and the loss function can
be understood in terms of the long-range Coulomb interac-
tion [34,68]. The peaks at 13 and 29 eV in the calculation
with all the states [red line in Fig. 3(b)] are plasmons: they
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FIG. 3. Analysis of the contribution from O 2p valence electrons and different semicore states to the spectra: (left) Imey (q, @) in the
independent-particle approximation (i.e., without LFEs), see Eq. (7), (center) the corresponding loss function —Ime,\}1 (q, w), and (right) the
full ALDA calculation for (upper row) a small ¢ = 0.083, (middle row) an intermediate ¢ = 1.916, and (bottom row) a high g = 3.916 for

momentum transfers q along the (100) direction.

are associated with zeros of Reey, (not shown). The structure
at 4044 eV is easily identified as V 3p interband transition
matching well the corresponding peak of Ime,,. The semicore
V 3p peak also partially screens the main plasmon at smaller
energy. This can be understood by comparing the full calcula-
tion [red line in Fig. 3(b)] with the one where V 3p electrons
are excluded (blue line).

It is noteworthy to remark that also the Sr 4p electrons (pur-
ple line) give an important contribution to the main valence
plasmon at 29 eV, whereas the collective charge excitation
resulting from O 2p valence electrons only (green line) would
have a much smaller energy. This result, as found also in
other complex oxides [42], clearly indicates that the valence
charge dynamics of SrVOj; cannot be described accurately by
considering only the V 3d and O 2p electrons, but also the Sr
4p and O 2s electrons should be taken into account. Indeed,
with only V 3d and O 2p electrons (amounting to 19 electrons
per unit cell), one would obtain a classical plasma frequency
of only ~21 eV for q — O instead of 29 eV. We can also
compare SrVO; with metallic VO,, which shares the same d !
electronic configuration. While they have similar low-energy
excitations [27,69] (and also analogous V M 3 edges [70,71]),

the main plasmon energies are different: in VO, it is only
25 eV [70,71]. This difference points again towards the active
role of shallow Sr core states that are obviously present only
in SrVOs;. Indeed, the main plasmon energy of SrVOj; bears a
closer resemblance with SrTiO3, another cubic perovskite that
is a d¥ insulator, where the plasmon is at 30 eV [62].

Besides blueshifting by less than 1 eV the two plasmon
resonances, the main effect of crystal local fields on the
loss function, calculated within the ALDA in Fig. 3(c), is
to suppress the semicore V 3p peak, which becomes a weak
structure centered at 50 eV. Consequently the impact of V 3p
on the plasmon is also strongly reduced [72]. We find here the
typical depolarization effect due to the crystal local fields: the
external perturbation creates additional microscopic Hartree
potentials that act as counteracting local fields and lead to a
weakening of the effective perturbing potential. The interband
transitions involving semicore states correspond to charge
excitations that are at the same time highly polarizable and
localized. Both aspects concur to induce strong LFEs [72-74].

We now examine what is happening at larger q, where
the role of the long-range Coulomb interaction is not crucial
anymore [34,68]. As a consequence, also the loss function

235136-5



KARI RUOTSALAINEN et al.

PHYSICAL REVIEW B 103, 235136 (2021)

resembles Imey,, compare Figs. 3(d) and 3(e) or Figs. 3(g)
and 3(h). At this point the plasmons are completely damped
by the coupling with electron-hole excitations (Landau damp-
ing). In the loss spectra they are replaced as the most
prominent features by the interband transitions that are the
main peaks of Imey. The largest variations for the Imey,
spectrum with respect to the small-q case in Fig. 3(a) are the
progressive decrease of the oscillator strengths of the O 2p
contribution and the corresponding relative increase of the V
3p peak with respect to Sr 4p. At the largest ¢, Figs. 3(g)
and 3(h), the spectra are dominated by the V 3p peak rising
over a flat background given by all the other contributions.

Investigating the loss function at larger wave vectors q cor-
responds to probing electronic excitations that are localized
in real space. The influence of microscopic local fields there-
fore increases. In the intermediate momentum range, compare
Figs. 3(e) and 3(f), LFEs change completely the spectral
shape, as the result of the mixing of many transitions. Even
at the largest q, where only one 3p prominent peak remains,
LFEs quantitatively affect the spectra, strongly reducing the
intensity of the V 3p peak with respect to the background [see
Figs. 3(h) and 3(1)].

The measurement by IXS of these semicore excitations,
which is generally called x-ray Raman scattering [32,47,75]
(XRS), provides the same information as extreme ultraviolet
absorption spectroscopy on the same shallow core edges but
with the advantage of the possibility of tuning the momentum
transfer, possibly disclosing nondipolar transitions. Here we
conclude that for both XRS and absorption spectroscopies
the strong LFEs invalidate the simple picture of independent
electron-hole transitions [see Eq. (7)]. In order to obtain a
quantitative agreement with experiment (see Fig. 1), going
beyond the independent-particle picture and considering the
mixing of electron-hole transitions through LFEs turn out to
be crucial.

D. Crystal local fields beyond depolarization effects

Considering Eq. (3), LFEs can be understood as the re-
sult of the coupling of excitations with wave vectors q, and
q, + G belonging to different Brillouin zones identified by
the reciprocal lattice vectors G. As discussed in the previous
sections, commonly LFEs induce a damping and a blueshift
of the peaks in the spectra, a mechanism that is physically
associated with depolarization effects. It is hence striking
when LFEs instead make new features appear in the spectra.
Here we examine two such cases in SrVOs;.

The first feature is the peak at ~13 eV—see Fig. 2(a)—
that displays an intensity dependence on g that is remarkably
nonmonotonic and showing a maximum in the intermediate-q
range, i.e., qualitatively different from the standard behavior
in simple materials. A similar finding was similarly reported
for TiO; in Ref. [63]. In both cases, LFEs are responsible for
the presence of this peak, which is here confirmed also by our
experiment (see Fig. 1). In Fig. 4 we examine the loss function
for ¢ = 13/12 calculated with and without LFEs. We see
that when LFEs are neglected the loss function is featureless,
whereas the inclusion of LFEs induces the appearance of a
sharp peak, which is located at the same energy of the plasmon
atq = 1/12 [see red lines in Figs. 3(b) and 3(c)]. Therefore we

-lm 1/gy, at g=(13/12)G

0.3 T

without LFE
full calculation

0.25

0.2

0.15

0.1

0.05 | ]

Energy [eV]

FIG. 4. Loss function at ¢ = (13/12) |G| along the (100) direc-
tion calculated with or without LFEs.

can conclude that LFEs are the key for the coupling between
independent electron-hole excitations at large g and the first-
Brillouin-zone plasmon. This effect is well known in layered
materials [76-85], which are intrinsically inhomogeneous in
the direction perpendicular to the layers, and where LFEs
give rise to a long-lived plasmon that continues to exist well
beyond the first Brillouin zone. In these situations, the mech-
anism behind the reappearance of the first-Brillouin-zone q,
spectra at larger momentum transfers q, + G can be under-
stood within a two-plasmon-band model [80,86].

The same mechanism also explains the angular anomaly
(discovered by Hambach et al. in graphite [79,80]) that is
observed here for the loss function calculated at q = G + 7,
where G = (100) and 5 has very small size n = 10~> and
direction identified by the angle o between G and p that
varies from 0° when 5 is along (100) to 90° when 7 is along
(010): the loss function is found to be strongly dependent
on the small 5 (see Fig. 5). Neglecting LFEs, instead, all
the calculated spectra remain the same (see the gray line in

-lm 1/gy, at g=G+n

5 10 15 20 25 30 35 40 45 50 55
Energy [eV]

FIG. 5. Loss functions calculated at q = G + 5, where G =
(100) and n has a very small size |n| = 10~ and forms an angle
o with G that varies from 0° when 75 is along (100) to 90° when 5
is along (010). The spectra calculated without LFEs (gray curve) are
independent of «, while spectra that include LFEs are sensitive to the
angle « with the small-n component.
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Fig. 5). At first sight, this result seems even more surprising
in the present case than in graphite, since SrVOs; is a cubic
material. However, a similar behavior has been also detected
in silicon [80], where it is also responsible for the presence of
a plasmon-Fano resonance in the spectra [87].

By supposing that the main coupling occurs between q,
inside the first Brillouin zone (i.e., for G = 0) and q, + G,

Eq. (3) can be simplified to
€6.6(4r, @) 1
) = —————

6.6 €6.6(qr, ®)

AR @) ®

The first term in Eq. (8) gives rise to the loss function at
q, + G obtained by neglecting LFEs (gray lines in Figs. 4
and 5). The second term accounts for the LFEs, showing
explicitly the coupling with the first-Brillouin-zone dielectric
function €, ‘1,, weighted by its off-diagonal elements. When
LFEs are not negligible—as in the case of SrVOs;—this term
explains both the reappearance of the small-q, plasmon and
the angular anomaly. When the weighting factor is not very
frequency dependent (and the other off-diagonal terms G’ #
G, here neglected, are not important), from Eq. (8), we see that
the spectrum at q, + G indeed results in being proportional
to the spectrum at q,. Moreover, the angular anisotropy in
the spectra at G + 5 analogously stems from the off-diagonal
elements € o(n) and €9 g(n). Indeed both depend on », while
the first term in Eq. (8) does not (see the gray line in Fig. 5;
since SrVOs is cubic, also €, (1,(17) is independent of ).

In summary, the coupling between spectra from different
Brillouin zones associated with the LFEs explains the strong
dependence of the spectra on the small-y component, which
is in contrast to what one would naively expect [88].

IV. CONCLUSIONS

We have characterized the dynamical screening properties
of SrVO; by comparing experimental IXS spectra and first-
principles TDDFT calculations. Our results provide a useful
reference for both DMFT and GW calculations. The very
good agreement between experiment and theory has allowed
us to analyze in detail the physical origin of the main elec-
tronic excitations in the 5-50 eV energy range, together with
their dispersion as a function of the wave vector q. Our in-
vestigation leads us to conclude that crystal local field effects
are an essential feature of the dielectric response of correlated
materials that should not be overlooked in future studies.
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