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Simulating fluorine K-edge resonant inelastic x-ray scattering of sulfur hexafluoride
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We report on a computational study of resonant inelastic x-ray scattering (RIXS), at different fluorine K-edge
resonances of the SF6 molecule, and corresponding nonresonant x-ray emission. Previously measured polariza-
tion dependence in RIXS is reproduced and traced back to the local σ and π symmetry of the molecular orbitals
and corresponding states involved in the RIXS process. Also electron-hole coupling energies are calculated and
related to experimentally observed spectator shifts. The role of dissociative S-F bond dynamics is explored to
model detuning of RIXS spectra at the |F1s−16a1

1g〉 resonance, which shows challenges to accurately reproduce
the required steepness for core-excited potential energy surface. We show that the RIXS spectra can only be
properly described by considering breaking of the global inversion symmetry of the electronic wave function
and core-hole localization, induced by vibronic coupling. Due to the core-hole localization we have symmetry
forbidden transitions, which lead to additional resonances and changing width of the RIXS profile.
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I. INTRODUCTION

Several techniques in x-ray spectroscopy have emerged as
powerful tools for analyzing molecular and electronic struc-
ture, and dynamics [1,2]. In particular, resonant inelastic x-ray
scattering (RIXS) and x-ray emission (XE) spectroscopy have
been forerunners in the investigation of a gamut of chemical
systems in both gas and condensed phases [3–5]. For light
elements, fluorescence decay is a minority channel in rela-
tion to Auger decay, but it is more readily associated with a
molecular orbital analysis. Hence, the emitted photons give a
rich probe containing convoluted information about structural,
electronic, and dynamical degrees of freedom [6]. The RIXS
technique has revealed precise quantum mechanical effects at
play at the molecular level and has been used to accurately
probe photophysical and photochemical processes even at the
ultrafast regime [6–8].

RIXS is an electronic scattering process involving the
excitation of a system, in its initial (often electronic ground)
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state, to a core-excited intermediate state followed by decay
into a final state [3]. The RIXS channel where the final state is
the same as the initial state corresponds to elastic scattering,
whereas inelastic scattering involves differences in electronic
or nuclear degrees of freedom of the initial and final state wave
functions. Hence, with sufficient energy resolution, RIXS can
be used to study many kinds of excitation processes with an
energy selectivity created by the intermediate core-excited
state, which is targeted by tuning the energy of the incoming
photons [7,9]. A final (ground or valence-excited) state, |V Ei〉,
is populated if the RIXS channel to the final state is allowed
from the initial (ground) state, |V E0〉, via the intermediate
(core-excited) state, |CEi〉, i.e., if the transitions involved
|V E0〉 → |CEi〉 and |CEi〉 → |V Ei〉 are both simultaneously
allowed. Thus symmetry selection rules play a pivotal role
in the formation of a RIXS spectrum and can be analyzed
in terms of both dipole transition moments and point group
symmetry. Often if |V E0〉 → |V Ei〉 is forbidden as a direct
transition, the corresponding RIXS channel may be allowed
in the three-level scattering process [10,11]. This opens
up an avenue to observe optical dark states. However, the
purely electronic symmetry selection and propensity rules
can be broken in the presence of vibronic couplings as has
been extensively discussed [6]. The effect of breakage and
restoration of these symmetry rules are most interesting
and profound in molecules having inversion symmetry, of
which SF6 is a particularly interesting example [12,13]. This
breakage of symmetry can not only be brought on by vibronic

2469-9926/2023/108(2)/023103(18) 023103-1 Published by the American Physical Society

https://orcid.org/0000-0001-6113-7033
https://orcid.org/0000-0003-1467-8114
https://orcid.org/0000-0003-3754-6763
https://orcid.org/0000-0002-7023-2486
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.108.023103&domain=pdf&date_stamp=2023-08-02
https://doi.org/10.1103/PhysRevA.108.023103
https://creativecommons.org/licenses/by/4.0/
https://www.kb.se/samverkan-och-utveckling/oppen-tillgang-och-bibsamkonsortiet/bibsamkonsortiet.html


AMBAR BANERJEE et al. PHYSICAL REVIEW A 108, 023103 (2023)

coupling at small distortions from the Franck-Condon region,
but may even involve ultrafast bond dissociation, due to strong
forces in the core-excited state in the Franck-Condon region of
the ground state. If a system involving light nuclei populates
an intermediate state which has a dissociative potential with
a large gradient, the system undergoes an ultrafast bond
cleavage dynamics on the same timescale as the relaxation to
final state [14,15]. Thus the RIXS signal contains information
about changes in electronic structure and chemical bonding
during ultrafast dynamics in the intermediate or final states.
Moreover, with high enough energy resolution, RIXS can
probe the vibrational quantum levels in the final states, and
thus in principle shed light on the shape of the potential
energy surface along that particular degree of freedom,
associated with vibrational excitations [16]. Quasielastic
scattering back into the electronic ground state is a particularly
powerful probe of vibrational structure, since the quasielastic
vibrational progression is usually nicely separated from the
electronically inelastic RIXS bands [6,15,17]. A particular
effect observed in the presence of vibronic coupling or ultra-
fast dissociation is core-hole localization, which has been
observed in simple diatomics and other symmetric molecules
[18–20]. It is important to notice that the vibronic coupling
of core-excited states and related core-hole localization
in symmetric polyatomic molecules can have very strong
influence due to intrinsic near-degeneracy of core-hole states.
This motivates us to use a model based on the core-hole local-
ization in one of the F atoms of the SF6 molecule [6,21–23].

SF6 has been investigated extensively using x-ray spectro-
scopic techniques. These include studies done at the sulfur K
and L edges [24] and the fluorine K edge [13]. The dissocia-
tion dynamics of SF6 following a soft ionization has also been
measured using time-resolved sulfur L-edge x-ray absorp-
tion (XA) spectroscopy [25]. Electron vibrational coupling in
SF6 has been investigated using soft x-ray spectroscopy [26].
Additionally, vibrational wave packets in the SF6 molecule
have recently been investigated using soft-transient XA spec-
troscopy [27]. Recently there also have been measurements of
nonresonant XE and RIXS at the fluorine K edge [13]. For
SF6, in its equilibrium geometry, having Oh symmetry and six
equivalent F atoms, each frontier molecular orbital (MO) can
be classified locally into having σ and π symmetry around the
S-F bonds. Ekholm et al. [13] showed using nonresonant XE
measurements and computation of the dissociative dynamics
along the F5S-F bond how peaks associated with S-F bonds
vanish with only the σ and π features, from the dissociating
ionized F atom, remaining as the S-F bond dissociates. The
S-F bond dissociation following a F1s → 6a1g transition has
been studied by observing Auger-Doppler effect [28] using
circularly polarized x-ray.

It has also been suggested in that study that the sharp
feature observed in the RIXS spectra at the lowest resonance,
|F1s−16a1

1g〉, in the F1s XA spectrum can be associated with
ultrafast S-F bond elongation and dissociation, similar to
atomic and pseudoatomic features in HBr and H2O [14,29].

In the present study, spectrum simulations were derived
strictly from calculations of electronic states, allowing for a
direct comparison of XE and RIXS features, in contrast to the
previous study by Ekholm et al. [13] in which Kohn-Sham
orbitals form the basis of analysis.

First, we simulated fluorine K-edge XE of SF6, as
well as RIXS at different excitation energies of the XA
spectrum. These theoretical XA, XE, and RIXS spectra, per-
formed at the ground-state optimized static geometry, are
denoted as static spectrum simulations. We modeled the
polarization-dependent RIXS spectra, with horizontal and ver-
tical polarization of the incident radiation, and found that a
localized core-hole picture gives a more accurate reproduction
of the experimental RIXS spectra than when using the delo-
calized canonical orbitals, due to a breakdown of the parity
selection rule. This is indicative of a strong role of vibronic
coupling, ultrafast dissociation, and core-hole localization in
the F1s RIXS process. In addition, we also computed the
electron-hole coupling, and we found negligible couplings for
the t1u and t2g resonances in contrast to the a1g resonance.

Second, we performed wave packet dynamics to probe
the dynamical aspects of the RIXS process and investigate
the mechanism leading to the sharp feature in the RIXS at
a1g F1s XA resonance [13]. We observed that the steepness
in potential energy surface of the intermediate state, i.e., the
core-excited state, has a profound role in the sharpness of the
RIXS spectrum.

The paper is organized as follows. Our theoretical approach
is outlined in Sec. II where we describe details of simulations
of F1s XA, nonresonant F1s XE, and F1s RIXS. Section III
collects results of our calculations of XA, XE, and RIXS
accompanied by the comparison with the experimental data.
Analysis of the role of nuclear dynamics is presented in
Sec. III E. Our findings are summarized in Sec. IV. Atomic
units are used throughout the paper unless otherwise stated.

II. METHODS

From vertical transitions at the ground-state equlibirum
geometry, static simulations of F1s XA, RIXS, and XE spec-
tra were performed. Energies and transition moments of the
electronic states were calculated with density functional the-
ory (DFT) in the ORCA package version 4.2.0 [30], using
both the restricted open shell configuration interaction singles
[31] (DFT-ROCIS) and linear response time-dependent DFT
(TD-DFT) protocols [32]. In addition, the transition potential
method (TP-DFT) for full core-hole excitation (XFH) [33] in
the CP2K program suite [34] was used for obtaining a more
accurate potential energy surface for the lowest core-excited
state.

Calculations of spectra were performed using states de-
rived from core holes from either delocalized canonical F1s or
localized F1s core orbitals. In addition, a one-dimensional cut
in each potential energy surface was calculated for a rigid scan
along a S-F bond, as a basis for wave packet dynamics simu-
lations of the XA spectrum and RIXS against the |F1s−16a1

1g〉
resonance.

A. Quantum chemistry

The geometry of SF6 was optimized in the Gaussian-16
program package [35] using the M06-2X hybrid functional
[36], which is known to perform well in predicting structures
of main group element compounds [37]. All calculations were
performed with the def2-TZVP basis set [38]. The optimized
geometry has Oh symmetry with a S-F bond distance of
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FIG. 1. Molecular orbital diagram for SF6 in Oh symmetry, fo-
cusing on orbitals of importance for F1s−1 RIXS and XE spectra. The
dotted vertical line denotes the omission of lower valence orbitals.
Refer to Figs. S1, S2, S3 for the plots of the molecular orbitals.

1.559 Å, compared to experimental values of 1.561 Å [39]
and 1.564 Å [40].

The Kohn-Sham orbitals involved in the dominant XA, XE
and RIXS features are classified into irreducible representa-
tions in Oh symmetry as shown in Fig. 1 and Figs. S1, S2, and
S3 in the Supplemental Material [41].

1. Simulations of XA spectra

The XA spectra were computed in the ORCA package [30]
at the DFT-ROCIS/B3LYP and TD-DFT levels of theory, both
of which are based on utilization of an orbital selection win-
dow to consider only excitation from the core orbitals to the
unoccupied orbitals. The core-hole lifetime broadening (�) of
F1s core-excited states was estimated to be 0.194 eV. [42,43].
However, spectral lines convoluted with this broadening have
narrow peaks compared to experiments [44] due to neglect
of vibrational broadening and experimental broadening. The
discrete vertical excitations produced by DFT-ROCIS and
TD-DFT were convoluted with a Voigt profile with Lorentzian
full-width half-maximum (FWHM) of 0.4 eV and a Gaussian
FWHM of 0.3 eV.

Additionally, TD-DFT, within the restricted subspace ap-
proximation protocol, was used to compute RIXS, which we
discuss in detail later. We found the predicted core-excited
state energies from TD-DFT, within the restricted subspace
approximation for RIXS computation and XA only compu-

|VI n=1,2,3….> etc|CI1>

hν

hν

e-

| 0 > | i > | f >| 0 >

(a)

(b)

hν

hν

FIG. 2. Comparison between the XE and RIXS processes. The
blue (dark gray), gray, and black horizontal lines denote the un-
occupied, valence occupied and core occupied molecular orbitals
respectively. Panels (a) and (b) show the orbital (one-electron) repre-
sentation for the XE and RIXS processes, respectively.

tation, to differ by less that 0.05 eV and produce the same
relative intensities.

2. Simulations of XE spectra

For XE, in contrast to RIXS, the states and transition mo-
ments need to correspond to a two-level problem, involving
decay from a single core-ionized state (|CI〉) into different
valence-ionized states (|V Ii〉); see Fig. 2(a). Still the process
is initiated by a core-ionization of the electronic ground state.
The |CI〉 → |V Ii〉 emission process involves the decay of an
electron from the occupied molecular orbitals (valence or
core), with lower binding energy, to the hole in the ionized
core orbital, having higher binding energy. This is depicted
pictorially in Fig. 2(a).

Here we present a protocol in which we use the RIXS mod-
ule within the DFT-ROCIS level of theory as implemented
in ORCA to compute the XE spectrum. Initially an ionized
(doublet ground state) state of the molecule (initially with
a closed shell ground state before ionization) is computed
giving the energy and wave function of |V I1〉 as shown in
in Fig. 3. Subsequently, primary and secondary donor spaces
and acceptor space are defined to generate the core-ionized
|CI〉 states and the excited valence-ionized states |V In=1,2,3,...〉
as depicted in Fig. 3. The RIXS module generates the tran-
sition dipole moments for the |CI〉 → |V In=1,2,3,...〉 emission
processes. and the discrete spectrum is convoluted accord-
ingly for comparison to experimental data. This protocol
has been used in accurate calculations of XE spectra of
C2H4, C3H4, and C4H6 [45] and discussed therein in further
detail.
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FIG. 3. Modified DFT-ROCIS protocol for computation of XE
spectra. The modified DFT-ROCIS protocol first reported in Ref. [45]
for computation of XE spectra is pictorially presented. The vertical
black arrows indicate single excitations in the DFT-ROCIS proto-
col generating excited valence-ionized and core-ionized states from
the reference UKS/ROKS wave function. The states obtained are
used to compute transition dipole moments for the emission spectra,
〈CI1|Tx,y,z|V In=1,2,3...〉, as shown at the top of the figure.

3. Simulations of RIXS spectra

Regardless of computational protocol, simulations of RIXS
spectra require an accurate description of the initial (ground
state) |0〉, intermediate core-excited state |i〉, and final ground
or valence-excited | f 〉 states [see Fig. 2(b)] and of all cor-
responding transition moments for all the excitations, μ(0i),
and emission, μ(i f ), processes. The dipole approximation can
be applied since we are dealing deal with soft x-rays, and
the RIXS spectra are simulated according to the Kramers-
Heisenberg formula [46]. Static RIXS spectra are calculated
using the ground-state equilibrium geometry only, neglecting
the evolution of the nuclear coordinates, occurring in the
intermediate core-excited state or final state, in the RIXS
process. However, notice here that the spectra are calculated
with a localized F1s core hole, under the assumption that this
process is very fast. The F1s orbitals were localized using the
Foster Boys Localization [47]. In addition, we also performed
simulations of dynamical RIXS spectra by inclusion of nuclear
dynamics in one dimension, again under the assumption of
instantaneous core-hole localization. Importantly, we notice
that diffraction between scattering against different fluorine
atoms is neglected [18–20], but the processes of core-hole
localization and multicenter scattering will be considered in
future studies. Also dynamics in other degrees of freedom is
neglected.

As we are interested in the polarization dependence in both
static and dynamical RIXS spectra, we extract the transition
dipole moments between |0〉, |i〉, and | f 〉, which denotes
the electronic ground state, the core-excited intermediate
state, and final valence-excited states, respectively, and based
on these transition dipole moments �μ0i = 〈0|�r|i〉 and �μi f =

〈i|�r| f 〉, we computed the polarization-dependent RIXS,

σ (ω′, ω) = r2
0
ω′

ω

∑
f

|Ff |2�(ω − ω′ − ω f 0, � f ), (1)

where ω and ω′ are the incoming and outgoing photon fre-
quencies, respectively. ω f 0 = (ε f − ε0)/h̄ is the transition
frequency difference between the initial state and the final
state, r0 is the classical electron radius, and �(�,� f ) =
� f /π (�2 + �2

f ) is a Lorentzian function with the lifetime
broadening [half-width at half-maximum (HWHM)] � f of the
final state. The scattering amplitude to any given final state is
given by the Kramers-Heisenberg formula [6]

Ff =
∑

i

ωi f ωi0
〈 f | �e′ · �r|i〉〈i|�e · �r|0〉

ω − ωi0 + i�
, (2)

where �i is the core-hole lifetime broadening.
Then the total cross section reads

σ (ω′, ω) = r2
0
ω′

ω

∑
f

∑
α,β,γ ,δ

(e′
αe′

βeγ eδ )

× σ
( f )
αβγ δ�(ω − ω′ − ω f 0, � f ), (3)

where

σ
( f )
αβγ δ

=
∑
i, j

ωi f ω j f ωi0ω j0

μα
f iμ

β

j f μ
γ

i0μ
δ
0 j

(ω − ωi0 + ı�)(ω − ω j0 − ı�)
. (4)

Here the Greek indices α, β, γ , δ label the Cartesian compo-
nents x, y, z of the polarization vector �e and transition dipole
moment �μ.

Last, we should average the RIXS cross section over
molecular orientations and orientations of the final photon
polarization around the momentum �k′ of the scattered x-ray
photon [48]

σ (ω′, ω, χ ) = 1

30

∑
f

∑
α,β

[
(3 + cos2 χ )σ ( f )

ααββ

+1

2
(1 − 3 cos2 χ )

(
σ

( f )
αβαβ + σ

( f )
αββα

)]
. (5)

Here χ is the angle between the incoming photon polarization
�e and the wave vector of the emitted photon �k′ defined as
cos χ = �e · �k′.

According to our simulations the dominant contribution to
the RIXS cross section is given by one-electron transitions.
In this case the RIXS process is simply the core-excitation
F1s → ψi followed by the emission transition ψ f → F1s. The
final state |ψ−1

f ψ1
i 〉 with the hole in MO ψ f and electron

on the unoccupied MO ψi allows for only one core-excited
state |F1s−1ψ1

i 〉. This means that the interference between
electronic intermediate states is absent. However, the in-
terference between intermediate vibrational states is very
important.
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This approximation allows us to get from Eq. (5) the fol-
lowing expression for the RIXS cross section [6]:

σ (ω′, ω, χ ) = 1

9

∑
f i

ω2
i0ω

2
i f | �μ0i|2| �μi f |2

(ω − ωi0)2 + �2

× (1 + Ri f (3 cos2 χ − 1))

× �(ω − ω′ − ω f 0, � f ),

Ri f = 1

10
(1 − 3 cos2 ϕi f ), ϕi f = ∠(�μ0i, �μi f ),

(6)

where the scattering anisotropy Ri f depends on the angle ϕi f

between the transition dipole moments of the core excitation
and emission transitions.

4. DFT-ROCIS

The DFT-ROCIS protocol [31] was developed in ORCA
[30] to simulate K- and L-edge XA and RIXS spectra of
transition metal complexes, which are particularly challenging
and require efficient algorithms. However, it has been shown
to accurately predict the XA and RIXS spectra of main group
element compounds [45], and thus can be for the fluorine K-
edge spectra of SF6. For RIXS simulations, the DFT-ROCIS
method requires defining three manifolds of orbitals, which
are derived from the ground-state wave function. A selected
range of core orbitals, depending on the absorption edge of
interested, forms the first donor space, from which single
excitation generates the core-excited states. A selected range
of initially doubly and singly occupied valence orbitals form
the secondary donor space, and these are involved in the single
excitations to generate the valence-excited states. An acceptor
space is formed by selecting a suitable number of initially
singly occupied and unoccupied orbitals, into which electrons
from the donor spaces are excited. Here we have used the
B3LYP functional and furthermore employed the RIJCOSX
approximation [49] to speed up the computation.

The energy range of the RIXS spectra shown by Ekholm
et al. [13] can be modeled by inclusion of two core elec-
trons and 36 valence electrons in 19 (1 + 18) doubly filled
orbitals and 13 unoccupied orbitals, when using a localized
F1s core level. Hence, the large numbers of configuration state
functions and valence-excited states make it very demanding
to perform more accurate Complete Active Space Self Con-
sistent Field (CASSCF)/Complete Active Space Perturbation
Theory (CASPT2)/N-Electron Valence Perturbation Theory
(NEVPT2) calculations with an (38e,32o) active space. This is
perhaps a good candidate to be studied using the Density Ma-
trix Renormalization Group (DMRG)-CASSCF/NEVPT2,
but solving for a large number of states is a challenge and
it was not attempted.

5. TD-DFT

RIXS was also simulated with TD-DFT in ORCA [30]
within the restricted subspace approximation [50]. In TD-
DFT (and DFT-ROCIS), the core-valence separation [51] is
usually employed to reach core excitations without having to
describe the vast amount of valence excitations between the
core excitations and the ground state. This is implemented in

ORCA by restricting the orbital excitation space to just the
core orbitals. In restricted subspace approximation TD-DFT,
as described in Ref. [50], the core orbitals are rotated into a
previously selected orbital subspace already containing a set
of valence occupied and unoccupied orbitals, and excitation
among all these orbitals is considered to model core-excited
and valence-excited states.

The protocol involves rotation of the core orbitals into a
restricted space of valence orbitals, to form a combined oc-
cupied orbital from which excitation happens into a restricted
space of virtual orbitals. All excitations, realizable from the
restricted spaces, are solved for to ensure the presence of
both core-excited and valence-excited states, i.e., |i〉 and | f 〉,
respectively.

The TD-DFT protocol has the advantage of being more
flexible than the DFT-ROCIS protocol in terms of choice of
functional approximations, since DFT-ROCIS is parameter-
ized for B3LYP and BHANDHLYP only, whereas TD-DFT
can be used with any functional. For direct evaluation against
DFT-ROCIS, we performed TD-DFT calculations using both
the B3LYP functional and the CAM-B3LYP functional [52]
in the present study, keeping in mind that CAM-B3LYP is a
range-separated functional which can accurately account for
valence-excited states and can more accurately reproduce ex-
cited state potential energy surfaces, which will be later used
to take into account dissociative dynamics. The RIJCOSX
approximation was used for all TD-DFT calculations [53],
along with Tamm-Dancoff approximation [54].

For the TD-DFT simulation of RIXS at the |F1s−16a1
1g〉,

|F1s−16/7t1
1u〉, and |F1s−12t1

2g〉 resonances, 17 doubly occu-
pied valence orbitals, with the omission of the 5a1g orbital
from the set of orbitals considered in Ekholm et al. [13], were
taken as the orbital space to generate the valence excitation.
One localized core F1s orbital was rotated into the selected
orbital space, thus forming the combined doubly occupied
donor space. The 11 lowest lying virtual orbitals were taken
into the orbital subspace. Hence, the subspace TD-DFT calcu-
lation included (1 + 17) occupied orbitals and 11 unoccupied
orbitals. It is worth mentioning here that in the DFT-ROCIS
protocol all the orbitals described above were included, along
with the additional 5a1g orbital, i.e., (1 + 18) occupied orbitals
and 13 unoccupied orbitals.

6. XFH TP-DFT

An alternative description of the potential of the lowest
core-excited state was obtained with the XFH TP-DFT pro-
tocol in the CP2K program suite [34]. Calculations of SF6

were performed in a cubic cell with side 20 Å and a Poisson
solver for isolated systems [55] using a 600 Ry kinetic energy
cutoff for the plane wave part of the description of the elec-
tron density in the Gaussian augmented plane wave (GAPW)
method. These were all-electron calculations employing the
B3LYP functional and def2-TZVP basis sets [38]. Broken
symmetry was used to facilitate the description of a ground
state with unrestricted wave function in the dissociation limit.
Subsequent to the SCF of the ground-state wave function, all
seven 1s orbitals were involved in the localization to obtain a
F1s orbital on the fluorine atom, which was core excited in the
XFH TP-DFT protocol [33].
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B. Wave packet nuclear dynamics for accessing effect of S-F
bond dissociation dynamics on the RIXS spectrum

Ekholm et al. [13], demonstrated that SF6 upon ionization
follows a single S-F bond dissociation, preserving five other
S-F bonds, which with a particular S-F bond distance reaching
2 Å in the 10 fs timescale. The XE spectrum was found to be
significantly dependent on the bond dissociation dynamics, as
suggested by simulations reported in Ekholm et al. [13]. We
have additionally carried out an ab initio molecular dynamics
on the |F1s−16a1

1g〉 core-excited state surface, using the MD
module implemented in the ORCA package. The dynamics
was simulated employing core-excited state from localized
F1s orbitals and with a time step of 0.1 fs. The neglect of
nonadiabatic effects is motivated by restrictions to a single
localized core hole and excitation into the resonance, which is
energetically well separated from the other resonances. The
dynamics on the core-excited state followed a very much
similar trend of that of the core-ionized state. The dynamics is
dominated by an ultrafast single S-F bond dissociation; see
Fig. S4. The changes in the other five S-F bond distances
are smaller in magnitude. Pyramidalization and angular dis-
tortions were also observed but were small in magnitude and
would be significant only at timescales much longer than the
core-hole lifetime. Thus a minimalistic, yet accurate, model
to access the effect of excited state dynamics on the RIXS
spectrum, especially at the |F1s−16a1

1g〉 resonance, could be
achieved by constructing rigid scans along dissociation of a
single S-F bond keeping all other modes fixed.

1. Potential energy surfaces

Realistic simulations of wave packet dynamics rely upon
accurate potential energy surfaces (PES), and for cases of S-F
bond dissociation in the RIXS or XE process, an extended
region leading to the formation of F . and SF 5

. radicals has
to be described. For simulations of F1s RIXS, we have used
TD-DFT/CAM-B3LYP and DFT-ROCIS/B3LYP computa-
tions as implemented in ORCA to compute a one-dimensional
cut in the PES of relevant electronic states along a rigid scan
of dissociation of a single S-F bond; see Figs. S5–S14 for
DFT-ROCIS PES and Figs. S15–S21 for TD-DFT PES. The
dissociation limit is not possible to account for in DFT, and
TD-DFT used here accounts for only one-electron excitations
(CIS). Hence, we follow the scan only to the point where the
ground-state wave function is predominantly single reference,
i.e., a S-F distance of 1.31 Å to 2.16 Å as cross-checked by a
CASSCF(2,2) computation. This protocol yields the energies
and the wave functions for ground, valence-excited, and core-
excited states, i.e., |0〉, | f 〉, and |i〉. The RIXS module is used
to obtain the transition dipole moments, �μ0i(R) and �μi f (R) for
each |0〉 → |i〉 and |i〉 → | f 〉 transition along the scan.

The states from the quantum chemical calculations are
in the adiabatic representation and undergo crossings and
avoided crossing along the scan. By following the character
of the states and ensuring continuous evolution of transition
dipole moments to the core excited and electronic ground
state, we very crudely obtain PES of states in an approxi-
mately diabatic representation. The couplings between these
states are neglected in the simulations. On the basis of the
uncoupled diabatic states, wave packet simulations can be

performed for the F 1s XA spectrum and corresponding RIXS
spectra at different resonances.

2. Wave packet model

To describe the fragmentation of SF6 in the core-excited
state, we constructed a one-dimensional wave packet model
along the S-F bond R. Assuming the (F)5S moiety is rigid
and fixed, the reduced mass will be given simply by the mass
of the fluorine atom μ ≈ mF = 18.998 amu. The core-hole
lifetime at the fluorine K edge is 2� = 0.194 eV where �

is the HWHM [43]. Hence the nuclear Hamiltonian of the
system on the ith electronic state will be Hi = p2

R/2μ + Vi(R),
where R ≡ rS−F, and Vi(R) is the potential energy curve of
the ith state. Upon dissociation, the wave packet can access
highly stretched bond configurations, meaning we have to take
into account the dependence of the electronic transition dipole
moments on the R coordinate. For the case of a 1D model,
the transition dipole moments do not change orientation dur-
ing the dynamics, hence we can write �μ f i(R) = μ̂ f i(R0) ×
μi f (R), where μ̂ f i(R0) is the unitary transition dipole moment
at the GS equilibrium distance R0 and μi f (R) is the modulus
of the transition dipole moment as a function of R. Hence, we
can rewrite the RIXS cross section beyond the Franck-Condon
approximation by generalizing Eq. (4):

σ
( f )
αβγ δ =

∑
i

ω2
i f ω

2
i0 μ̂α

f iμ̂
β

i f μ̂
γ

i0μ̂
δ
0i × σvib(ω′, ω), (7)

σvib(ω′, ω) = 1

π
Re

∫ ∞

0
dt

× 〈�(0)|e−ıHf t |�(0)〉 eı(ω−ω′−ω f 0+εν0 +ı� f )t ,

(8)

|�(0)〉 = μi f (R)
∫ ∞

0
dte−ıHitμi0(R)|ν0〉 eı(ω−ωi0+εν0 +ı�)t ,

(9)

where μ̂α
f i = μα

f i/μi f and |�(0)〉 is the time-integrated wave
packet, which contains the dependence on the nuclear motion
as well as excitation energy in the RIXS process [56]

III. RESULTS

The simulation of the various x-ray spectroscopic signa-
tures for SF6 at the fluorine K edge is presented herein. We
start with the theoretical analysis of static XA spectra, and
proceed with a detailed scrutiny of RIXS and XE spectra. It
should be noted here that dynamical effects in the XA process
are discussed in the context of wave packet simulations of
RIXS.

We notice that computations give identical XA spectra,
regardless of performed whether in the frame of canonical
(delocalized) core holes or in the frame of localized core
holes. Similarly, for the XE spectrum the localization does not
matter, since decay from all six core holes are considered in
both frames. In contrast, for the RIXS process the symmetry
selection rules change, from using delocalized core holes (Oh

symmetry of the molecule) to using localized core hole.
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FIG. 4. Fluorine K-edge x-ray absorption spectrum of SF6. Static
F1s XA spectra obtained within the frameworks of DFT-ROCIS [blue
(dark gray) line], TD-DFT/B3LYP [red-dotted (dark gray) line], and
TD-DFT/CAM-B3LYP [orange (light gray) line]. The experimental
spectrum is reproduced from Ref. [24]. The symmetry of the corre-
sponding unoccupied orbital that the F1s electron gets excited into is
labeled along with the peaks. The computed spectra are normalized
to the |F1s−16a1

1g〉 peak.

A. The fluorine K-edge XA spectrum

The fluorine K-edge XA spectrum for SF6 was computed
at different levels of theory. For the static XA spectrum cal-
culations in Fig. 4, the core excitations were considered using
both localized and delocalized core holes, yielding the same
spectra.

Computed static XA spectra are presented in Fig. 4 along-
side the experimental spectrum from Hudson et al. [24].
The computed spectra were blueshifted by 20.1, 18.7, and
18.1 eV for DFT-ROCIS/B3LYP, TD-DFT/B3LYP, and TD-
DFT/CAM-B3LYP, respectively, to align to the |F1s−16a1

1g〉
peak of the experimental spectrum. We notice that these con-
stant shifts of the computed XA spectra align with all other
pre-edge peaks with the experimental data within ±2 eV.

We see that the different levels of theory consistently pre-
dict a weaker intensity peak for the |F1s−12t1

2g〉 resonance,
than experimentally observed. However, in the experiment
the |F1s−12t1

2g〉 peak could have increased intensity from
the higher transitions that we don’t capture at TD-DFT or
DFT-ROCIS. Also dynamical effects due to the dissocia-
tive nature of core-excited states would alter the intensity
ratios, along with photoionization effects. Using TD-DFT
both CAM-B3LYP and B3LYP predict almost a similar
spectra. DFT-ROCIS, however, predicts splittings in the
|F1s−16, 7t1

1u〉 states and much lower intensities as compared
to the |F1s−16a1

1g〉 peak.
The 6, 7t1u unoccupied orbitals, having the same symme-

try, are involved in core-excited states that can couple and

give splitting of the peaks, which has been discussed earlier by
Hudson and coworkers [24] as three peaks, arising from tran-
sitions to these t1u orbitals, while fitting their experimentally
observed XA spectrum. It has been also described in Ref. [24]
that between the |F1s−16t1

1u〉/ |F1s−17t1
1u〉 and the |F1s−12t1

2g〉
peaks, there exists a very low-intensity peak arising due to
the transition to the 7a1g orbital; see experimental spectra in
Fig. 1. However, we consistently fail to get a peak due to
transition to the 7a1g.

The DFT-ROCIS and TD-DFT computations consistently
failed to produce the eg peak around 713 eV, which we neglect
for the present work. However, computations by Ruud and
coworkers were able to simulate the sulfur L2,3 XA spectra
corresponding to this edge using real-time propagation of the
Dirac-Kohn-Sham density matrix [57].

B. The fluorine K-edge XE spectrum

The fluorine K-edge XE spectrum of SF6 has been
measured by Ekholm and coworkers [13], where SF6 was
photoexcited at 751.4 eV. This photon energy is selected to
be above any distinct resonances in the XA spectrum in order
to probe a nonresonant decay process. Essentially, the XE pro-
cess involves decay of the core ionized state |CI〉 into valence
ionized states |V In=1,2,3,...〉, and hence provides the spectro-
scopic signatures corresponding to the valence orbitals, which
are occupied in |V I1〉. There are six F1s core-ionized states,
also when localized, but because the fluorine sites are chem-
ically equivalent, it is at our level of approximation sufficient
to consider only one localized |CI〉. Consequently, similar to
absorption, the molecular symmetry of the decaying orbitals
does not come into play. Due to dipole selection rules, the
XE spectrum is a result of emission originating in the decay
of electrons from valence occupied orbitals, primarily having
F2p character, to the ionized F1s core hole.

In this work we simulated a static XE spectrum of SF6 with
a protocol based on DFT-ROCIS RIXS module in ORCA, pre-
viously applied to a series of alkenes [45]. The details of this
protocol have already been discussed in detail in the Methods
Sec. II and in Ingle et al. [45]. In comparison to the Kohn-
Sham orbital approximation presented in Fig. 3 (τ = 0.0 f s
spectrum) in Ekholm et al. [13], the present protocol results
in a static XE spectrum in better agreement with the experi-
mental spectrum in terms of the peak intensities and transition
energies. Even though in this work we neglect the dynamical
effects that were earlier demonstrated to be important [13],
the spectrum simulated with the above mentioned protocol
provides a fairly accurate estimation of the experimental XE
spectrum.

The computed XE spectrum was blueshifted by 17.1 eV to
achieve the best global match between the computed spectra
and the experimental spectrum. The shift for the XE spectrum
is different from the shift used for XA spectra, primarily
because the XA spectrum was computed for a neutral species
and the XE spectrum derived from the open shell ionized
species. The experimental peaks above 680 eV arise from
shake up states [58,59] and are absent in our simulation. As
depicted in Fig. S22, the DFT-ROCIS simulated spectrum ac-
tually matches well in the emission energies corresponding to
decay from the |1t−1

1g 〉, |1t−1
2u 〉 |5t−1

1u 〉, |3e−1
g 〉, and |1t−1

2g 〉 states,
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but the intensities are not exactly reproduced. We speculate
that this is due to the neglect of dynamical effects of the
F5S-F bond dissociation, which was previously shown [13],
and causes the |4t−1

1u 〉, |1t−1
2g 〉, and |3e−1

g 〉 peaks to decrease
in intensity and move to lower emission energy, whereas the
|1t−1

2g 〉 peak merges with the main peak.

C. RIXS spectra at different F1s resonances

Having initially examined the XA spectrum presented in
Fig. 4, we simulated the static F1s RIXS spectra of SF6 in
the same theoretical framework using DFT-ROCIS and TD-
DFT. The TD-DFT protocol within the restricted subspace
approximation [50] and DFT-ROCIS/B3LYP were chosen as
methods of choice since they have been shown to perform
well in simulating RIXS spectra in a umber of earlier studies
[45,60]. The computational details are given in the Meth-
ods Sec. II. RIXS spectra were calculated for each of the
|F1s−16a1

1g〉, |F1s−1t1u(A)1〉, |F1s−1t1u(B)1〉, and |F1s−12t1
2g〉

resonances. Limitations in DFT-ROCIS lead to under- and
overestimation of energies for the valence excitations, and
hence different shifts for the XA and RIXS spectra were
employed. By applying the same constant energy blueshift of
17.1 eV as for the XE spectra in Fig. S22, we allow for a
direct comparison of the XE and RIXS spectra on the emission
energy scale, at the expense of misaligning the elastic peak.
However, this shift used in RIXS spectra, which is consistent
with that used for aligning the XE spectrum, enabled us to
discuss and compare both resonant and nonresonant emission
spectra at a consistent and comparable level of theory, and in
turn spectator-shift or binding energies could be deduced.

However, using TD-DFT the valence excited state ener-
gies are reproduced more accurately, we shift the simulated
RIXS spectra to match the experimentally obtained elastic
line, for individual resonances. The six F1s core orbitals forms
Symmetry Adapted Linear Combination of a1g, t1u, and eg

symmetry; see Fig. 1 and Fig. S1. These canonical Kohn-
Sham core orbitals are delocalized over all the six F atoms,
which are arranged in Oh symmetry around the central S atom;
see Fig. S1. Ekholm et al. [13] reported on the presence of
core-hole localization effects and the violation of the parity
selection rule in the RIXS spectra, which was concluded from
the observation of peaks associated with electronically dipole
forbidden transitions resulting from breaking of the global
inversion symmetry.

Whereas the XA and nonresonant XE are insensitive to the
choice of delocalized or localized core orbitals when consid-
ering simultaneous excitations from all six F1s core orbitals,
the parity selection rule and effect of core-hole localization
are decisive in RIXS [48]. In the frame of delocalized core or-
bitals, the |1t−1

1u 6a1
1g〉 state has a parity-allowed transition from

the ground state and is the sole contributor to the |F1s−16a1
1g〉

resonance in the XA spectrum, since neither the 2a−1
1g 6a1

1g〉
nor the |1e−1

g 6a1
1g〉 can be reached within the dipole approxi-

mation.
Comparisons of RIXS simulations (using delocalized and

localized core orbitals) at the |F1s−16a1
1g〉 resonance are pre-

sented in Fig. 5 in comparison to experiment. For RIXS
calculations with delocalized core orbitals, the parity selection
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FIG. 5. Simulations of RIXS at the |F1s−16a1
1g〉 resonance with

delocalized and localized core-holes. (a) The symmetry of the in-
volved orbitals is shown, and the allowed transitions are denoted
by the vertical arrows. (b) The total RIXS at the |F1s−16a1

1g〉 res-
onance computed with localized (black spectrum) and delocalized
core holes [green (gray) spectrum]. The RIXS spectra simulated here
are computed without considering polarization dependence or scat-
tering anisotropy, and shown to depict the defect of delocalization
and localization on the number of peaks in the RIXS spectra. Clearly
the number of peaks appearing with localized core hole is larger than
when using delocalized core holes, which preserves selection rules,
due to breakdown of symmetry selection rules.

rule allows only for decay to the delocalized core orbital 1t1u

from valence-occupied orbitals having gerade(g) symmetry.
The sharp peak in the |F1s−16a1

1g〉 resonance around 677.8 eV,
at which is due to transitions from the 5t1u and 1t2u orbital,
would be absent; see Fig. 5(b), blue spectrum vs orange spec-
trum. However, this peak is present and also the sharpest peak
in the RIXS spectra. The peaks which arise under conservation
of parity selection rules among the relevant orbitals in SF6 are
shown in Fig. 5(a) along with the corresponding static RIXS
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spectrum in Fig. 5(b) depicted as the blue spectrum. In con-
trast in the frame of localized core orbitals, the parity selection
rule is broken, and the simulated RIXS spectrum, as shown by
orange spectrum in Fig. 5(b), accounts for all the peaks which
are experimentally observed. It should be noted that, even for
RIXS, the localized and delocalized pictures are equivalent,
if one includes all near-degenerate channels and interference
between them. However, since vibronic coupling in the in-
termediate state often quenches electronic interference [61],
the use of a localized picture neglecting electronic interfer-
ence constitutes a pragmatic approximation which reproduces
experimental observables. Based on this we proceeded to
compute the RIXS spectra with a localized core-hole ne-
glecting interference between different core-hole sites, which
typically arises due to vibronic coupling. We clearly see in
Fig. 5(b) that the spectrum obtained using localized core hole
clearly shows all possible transitions and all the peaks in the
experimental spectra can be accounted for.

Thus we proceeded to compute static RIXS spectra using
DFT-ROCIS and TD-DFT for different resonances with a
localized core hole and also consider the polarization depen-
dence, which was neglected in Fig. 5, when presenting the role
of localization and parity violation.

1. RIXS at the |F1s−16a1
1g〉 resonance

The polarization-dependent RIXS was computed for the
|F1s−16a1

1g〉 resonance. In the localized description, the po-
larization dependence can be understood in terms of local
π/σ character, and the notion that a dipole transition creates
or annihilates a nodal plane perpendicular to the polariza-
tion direction. In the two-step approximation, this implies a
symmetry selectivity in the absorption that leads to an an-
gular anisotropy in the emission. The S-F bond, where the
F corresponds to the localized core hole, is selected as the
molecular axis. This definition is required to define the angle
between the incident and emitted radiation; see Eq. (1) in
Sec. II. The RIXS intensity depends on two factors: (1) if the
involved occupied valence MO locally has π or σ symmetry
with respect to the S-F bond and (2) the orbital amplitude
of the F, on which the core hole is localized in the involved
MO. The polarization-dependent RIXS intensity is an indica-
tor of the shape and symmetry of the occupied MOs. More
precisely the polarization dependence is defined by the scat-
tering anisotropy (R)i f , in Eq. (6), which depends on the angle
ϕi f between the transition dipole moments of core excitation
and emission transition. According to Eq. (6) the polarization
dependence of the RIXS intensities is characterized by the
function

I (χ ) = 1 + Ri f (3 cos2 χ − 1). (10)

For comparison to the experimental setup, we computed this
function for two angles χ = 0◦ and χ = 90◦ (“horizontal” and
“vertical” orientations of e and k′). Results of simulations for
the RIXS channel at the |F1s−16a1

1g〉 resonance are collected
in Table I, which describe the situation shown in Fig. 6.

Thus, the polarization-dependent RIXS intensity is an in-
dicator of the shape and symmetry of the occupied MOs. For
SF6 in Oh geometry, the occupied MOs of different character
can have either local π or σ symmetry with respect to the S-F

TABLE I. Polarization of RIXS, at the |F1s−16a1
1g〉 resonance, for

emission transitions ψ f → F1s from different MOs ψ f (see Fig. 7)
at the TD-DFT level of theory. Scattering anisotropy is defined
as Ri f = (1 − 3 cos2 ϕi f )/10. We mention the ratio between polar-
ization dependence of the RIXS intensities at two angles χ = 0◦

and χ = 90◦ (“horizontal” and “vertical” polarization), and Ivert/Ihor,
with Ivert = I (900) = 1 − Ri f and Ihor = I (00) = 1 + 2Ri f , where
I (χ ) = 1 + Ri f (3 cos2 χ − 1), cos ϕi f = (�μ0i · �μi f )/μi0μi f .

MO ψ f cos ϕi f Ri f Ivert/Ihor

≈0 0.1 0.9/1.2
1t1g ≈0 0.1 0.9/1.2

≈0 0.1 0.9/1.2
≈0 0.1 0.9/1.2

1t2u ≈0 0.1 0.9/1.2
≈0 0.1 0.9/1.2

≈0.5 0.026 0.975/1.051
5t1u ≈0.7 −0.046 0.954/1.092

≈0 0.1 0.9/1.2
≈0 0.1 0.9/1.2

1t2g ≈0 0.1 0.9/1.2
≈0 0.1 0.9/1.2

3eg ≈ −1 −0.2 1.2/0.6
≈1 −0.2 1.2/0.6
≈0 0.1 0.9/1.2

4t1u ≈0.87 −0.12 1.12/0.76
≈ −0.97 −0.18 1.2/0.64

5a1g ≈ −1 −0.2 1.2/0.6

bond. As seen from Fig. 5(a), some of the transitions have
intensities along vertical polarization whereas others have in-
tensity along the horizontal polarization. Based on symmetry
arguments, t1g, t2g, and t2u MOs have π symmetry and hence
have higher intensity along horizontal polarization, whereas eg

and a1g MOs having σ symmetry have higher intensity along
vertical polarization; see Table I. However, t1u MOs are not
uniquely defined in terms of σ and π symmetry and hence
can give intensity of both horizontal or vertical polarization.
In this particular case, the polarization dependence is related
to the coefficient of the local F atomic orbital’s contribution
to the t1u MOs. We see from the MO displayed in Fig. S2
that indeed 4t1u and 5t1u have different polarization due to the
orbital hybridization; see Table I.

In Fig. 6 we present the polarization dependence in the
static RIXS spectrum for the |F1s−16a1

1g〉 resonance in com-
parison the experimental spectrum as reported by Ekholm
et al. [13]. We see that the simulated spectra reproduced the
polarization dependence of different peaks very accurately.
The isotropic orientation of the molecule has been taken care
of in the computation of the polarization dependence of the
RIXS signal using Eq. (5), and thus all peaks have intensity
for both horizontal and vertical polarization, and the predom-
inance of any polarization is dictated by the orientation of
the S-F bond with the polarization of the incident radiation.
Thus though Fig. 5(a) shows exclusively the presence of either
vertical or horizontal polarization for a particular emission,
the real spectra contain intensity for both polarizations for all
the emissions. The emission energies of the peaks appear to
be shifted to lower emission energies by almost a constant
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FIG. 6. Comparison between simulated polarization-dependent
RIXS spectra at the DFT-ROCIS/B3LYP and the restricted sub-
space TD-DFT/CAM-B3LYP levels of theory for the |F1s−16a1

1g〉
resonance and with experimental spectrum obtained from Ref. [13].
Both the TD-DFT and DFT-ROCIS computation were done with a
localized F1s core hole, and interference between different interme-
diate states is neglected. The [blue (dark gray)] sticks of intensities
for vertical polarization are given a downward shift for clarity and
comparison with the orange (light gray) sticks representing the
horizontal polarization. The polarization dependence was computed
using Eq. (10) in one-electron picture. The orange (light gray) spectra
indicate spectra at horizontal polarization(χ = 0◦) and blue (dark
gray) spectra represent vertical polarization (χ = 90◦).

0.75 eV with respect to the experimental spectrum, when we
use the shift used in the XE spectrum. This is due to error
in estimation of the valence excited state energies by DFT-
ROCIS.

Though the polarization dependence of the different peaks
are accurately predicted by DFT-ROCIS, the relative emission
intensities from different orbitals are not accurately repro-
duced. This clearly results in a much higher peak associated
with |3e−1

3g 6a1
1g〉, |1t−1

2g 6a1
1g〉 states and lacks the sharpness and

height of the peaks associated with |1t−1
2u 6a1

1g〉, |5t−1
1u 6a1

1g〉
states. This effect is not only due to the shortcoming of the
quantum chemical method, i.e., DFT-ROCIS, used, but also
due to absence of dynamical effects in these simulated spectra.
Later we have included and studied the dynamical effects on
the RIXS spectra which are discussed below.

The RIXS at the |F1s−16a1
1g〉 resonance was also computed

at the restricted subspace TD-DFT [50] method, as discussed
earlier in Methods Sec. II, since TD-DFT calculations with
the B3LYP and CAM-B3LYP functionals have been known
to predict valence-excited states accurately. In Fig. 6 we plot
the static RIXS spectra at the |F1s−16a1

1g〉 resonance, com-
puted at the restricted subspace TD-DFT/CAM-B3LYP and

DFT-ROCIS levels of theory. The DFT-ROCIS and TD-DFT
methods produce similar static RIXS spectra. However, both
levels of theory consistently predict a too high peak corre-
sponding to |3e−1

3g 6a1
1g〉 and |1t−1

2g 6a1
1g〉 states, and the relative

sharpness of the main peak is not captured. Thus it is shown
here that though some of the essential features and position
of the peaks are dependent on the method used, the entire
RIXS spectra is not well reproduced using static geometry
of computation, thus neglecting vibronic coupling. Essentially
both the DFT-ROCIS and restricted subspace TD-DFT/CAM-
B3LYP methods predict similar spectra with the same success
and shortcomings common to both DFT-ROCIS and TD-DFT.
However, obviously the predicted energies of the valence-
excited state reflected in the RIXS spectra and energy-loss
vary from one theory to the other.

2. RIXS at the |F1s−1t1
1u〉 resonances at three different

incident energies

Ekholm et al. [13] report measurements of F1s RIXS
at 694.6 eV. As clearly seen from the simulated spectra in
Fig. 4, and suggested by Ekholm and coworkers also, this
excitation involves both the |F1s−1t1

1u(π )〉 and |F1s−1t1
1u(σ )〉

core-excited states. We simulated RIXS from both these
resonances separately which correspond to three discrete core-
excited states distinctly separated in energy for DFT-ROCIS
computation (see Fig. 4) and the RIXS spectra are plotted
in Fig. 7. The RIXS experiment was also done at two more
excitation energies, i.e., at 692.7 eV and 696.3 eV, which
target the 6t1u and 7t1u, respectively. We denote these two
simulated resonances in Fig. 7 as DFT-ROCIS(6t1u) for 6t1u

and DFT-ROCIS(7t1u) for 7t1u.
We clearly see in the RIXS spectrum corresponding to

excitation at 692.7 eV, which targets |F1s−16t1
1u〉 resonance,

that there is more prominent polarization dependence in the
peak, around 677.8 eV, corresponding to 5t1u and 1t2u, and
for the peak around 678.5 eV corresponding to 1t1g orbital.
This is absent for the RIXS spectra excited at the 694.6 eV
and 692.3 eV. Our simulated spectra corresponding to the 6t1u

clearly reproduces this strong energy dependence in the polar-
ization consistently. We also see that the absence of prominent
polarization dependence of the main peak in the RIXS at
696.3 eV excitation is also reproduced by the simulation for
the |F1s−17t1

1u〉 resonance.
The two resonances, 6t1u and 7t1u, differ in σ and π

symmetry depending on the definition of the molecular axis,
and also the orbital amplitude of the particular F atom on
which core-excitation happens. The polarization dependence
for the emission involving orbitals having gerade symmetry
is of particular interest: emission involving these orbitals, i.e.,
5a1g and 3eg orbitals, reverse polarization dependence for the
two different |F1s−16t1

1u〉 and |F1s−17t1
1u〉 resonances, denoted

by DFT-ROCIS/B3LYP(A) and DFT-ROCIS/B3LYP(B) in
Fig. 7. For the peak corresponding to the 4t1u orbitals we also
see that the polarization change is due to fact that 4t1u has the
same or different local symmetry as compared to 6t1u and 7t1u

orbitals, respectively.
However, we also see from the experimental spectra for

excitation at 694.6 eV, which is believed to excite to both
6t1u and 7t1u orbitals, the polarization dependence is not as
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FIG. 7. Simulated polarization-dependent RIXS spectra at DFT-
ROCIS level of theory for the |F1s−1t1

1u〉 resonance considering a
localized core hole along with experimental spectrum obtained from
Ref. [13]. Three separate incidence wavelengths were used in the
experiment. Here we show the spectra computed at the |F1s−16t1

1u〉
and |F1s−17t1

1u〉 resonance. The simulated RIXS spectra [DFT-
ROCIS(6t1u)] for |F1s−16t1

1u〉 match the polarization dependence
measured at 692.7 eV, and the simulated RIXS spectra [DFT-
ROCIS(7t1u)] for |F1s−17t1

1u〉 match the polarization dependence
measured at 696.3 eV. See Fig. S23 for TD-DFT/CAM-B3LYP
simulated RIXS. The blue (dark gray) sticks of intensities for vertical
polarization are given a downward shift for clarity and comparison
with the orange (light gray) sticks representing the horizontal polar-
ization. The polarization dependence was computed using Eq. (10)
in the one-electron picture, neglecting interference between inter-
mediate states. The orange (light gray) spectra indicate spectra at
horizontal polarization (χ = 0◦), and blue (dark gray) spectra repre-
sent vertical polarization (χ = 90◦).

prominent as seen for example in the |F1s−16a1
1g〉 resonance.

This could be due to the fact that the core excitation actually
involves both σ and π symmetry t1u orbitals.

Interestingly we find that unlike at the |F1s−16a1
1g〉 res-

onance, TD-DFT/CAM-B3LYP fails to produce the correct
polarization dependence for the 7t1u resonance, which is cor-
rectly predicted by DFT-ROCIS; see Fig. S23. However, the
polarization dependence is correctly predicted for the 6t1u

resonance as shown in Fig. S23. For both resonances, the
energy loss predicted by TD-DFT/CAM-B3LYP turns out to
be much more accurate.

FIG. 8. Simulated polarization-dependent RIXS spectra at DFT-
ROCIS/B3LYP and TD-DFT/CAM-B3LYP levels of theory for the
|F1s−12t1

2g〉 resonance considering a localized core hole, at 699.8 eV
and with experimental spectrum obtained from Ref. [13]. The (blue)
(dark gray)sticks of intensities for vertical polarization are given a
downward shift for clarity and comparison with the orange (light
gray) sticks representing the horizontal polarization. The polarization
dependence was computed using Eq. (10) in one-electron picture,
and neglecting interference between intermediate states. The orange
(light gray) spectra indicate horizontal polarization (χ = 0◦) and
blue (dark gray) spectra represents vertical polarization (χ = 90◦).

3. RIXS at the |F1s−12t1
2g〉 resonance

For the RIXS at the |F1s−12t1
2g〉 resonance, which in ex-

periment was performed after excitation at 699.8 eV, we see
that the most intense peak in the spectra has a more intense
vertical polarization. This is observed only at the |F1s−12t1

2g〉
resonance. In our simulated spectra, we reproduce this feature
accurately; see Fig. 8. Unlike in the |F1s−16a1

1g〉 resonance we
see that here and in all the |F1s−1t1

1u〉 resonances, the emission
originating from 4t1u orbital has significant intensity and is
prominent. Interestingly, we also see in Figs. 8 and 7 that
for RIXS at the |F1s−12t1

2g〉 resonance, and to some extent
for RIXS at the |F1s−16t1

1u〉 resonance, more final states con-
tribute with considerable intensity to the emission spectra. As
we see from Fig. 8, there is an additional peak between those
of 3eg and 5t1u/1t2u, which has relatively significant intensity
as compared to that in the case of |F1s−16a1

1g〉 resonance. This
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is indicative of the fact that other states become accessible
or allowed as a final state for the |F1s−12t1

2g〉 resonance. The
increased broadness of the main emission, i.e., peaked around
677.5 eV, for the |F1s−12t1

2g〉 resonance, could be due to
contributions from these states. These states basically have
mixed character with contribution of 5t1u and 1t2u orbitals
and are states generating out of mixing of the |5t−1

1u 2t1
2g〉 and

|1t−1
2u 2t1

2g〉 states. Thus we see that simulations with DFT-
ROCIS and with TD-DFT, for the |F1s−16a1

1g〉 resonance yield
RIXS spectra with all essential features and correct polariza-
tion dependence. The polarization dependence generally and
more specifically as we see here for a highly symmetrical
molecule, like SF6, provides insight into the local symmetry
of various orbitals and for certain cases provides information
on the localization of the orbital on a particular atom. Here
we can say beyond the gerade and ungerade symmetry of
the states and orbitals, the polarization dependence really
characterizes the σ and π symmetry of various MOs with
respect to the S-F bond axis aligned to the incident radiation.
For example, in the |F1s−16t1

1g〉 resonance, the 6a1g orbital
which always has a σ symmetry with respect to the S-F bond
axis, along with the 3eg and 4t1u orbitals which also have σ

symmetry, are vertically polarized. This is also reflected in the
case of the |F1s−12t1

2g〉 resonance, where 2t2g orbitals having π

symmetry with respect to the S-F bonds and similarly orbitals
having σ symmetry, i.e., 3eg and 4t1u and one of the triply
degenerate 1t2u have emission with horizontal polarization.
As seen also in the case of the |F1s−16t1

1u〉 resonances, TD-
DFT/CAM-B3LYP fails to predict the correct polarization
dependence yet predicts correct energy loss of the peaks in the
RIXS spectrum. We find that TD-DFT/CAM-B3LYP follows
the same trend for the |F1s−12t1

2g〉 resonance; see Fig. 8. We
clearly see that DFT-ROCIS predicts a correct polarization
dependence, with respect to intensities, for the most intense
peak corresponding to the |1t−1

2u 2t1
2g〉 and |5t−1

1u 2t1
2g〉 states.

D. Role of screening and electron-hole coupling

In Fig. 9 we have reproduced the RIXS spectra from
Ekholm et al. [13] for |F1s−16a1

1g〉, |F1s−16/7t1
1u〉 and

|F1s−12t1
2g〉 XA resonances, along with the XE spectrum. We

clearly see from Fig. 9, that the emission energies of RIXS
spectra for |F1s−16/7t1

1u〉 and |F1s−12t1
2g〉 resonances more or

less align with the XE spectra. However, for the |F1s−16a1
1g〉

resonance RIXS spectra the differences are rather large, and
clearly seen from the energy difference in the horizontal por-
tion of the lines of individual colors in Fig. 9. If we for the
time being neglect the influence of dynamics, these shifts in
emission energy (so-called spectator shifts) can be thought of
as a measure of interaction between the hole and particles in
the RIXS process, and in other words be described as some
sort of descriptor of electron-hole coupling. The reason for
observed spectator shift of emission lines is nothing other than
the screening of the particular energy levels by the spectator
electron. This shift is very sensitive to the spatial distribution
of the “spectator” molecular orbital [62].

Interestingly this phenomenon that spectator shifts are
significantly more for the |F1s−16a1

1g〉 resonances can be
easily explained looking at the fact that an electron in the
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FIG. 9. Comparison of experimentally measured emission spec-
tra obtained at different resonances and nonresonant condition
highlighting the spectator shifts. The experimental spectra are repro-
duced from Ref. [13]. The vertical lines of different colors denote
prominent peaks in the emission spectator. Each line of different
color bends horizontally, i.e., representing the experimentally ob-
served spectator shift, to align with the resonant emission peak
position for the |F1s−16a1

1g〉 resonance to the corresponding nonreso-
nant XE peak. The identification or association between the peaks in
the |F1s−16a1

1g〉 RIXS spectrum and those in the XE spectrum have
been motivated from the simulated spectra as shown in Fig. 6 and
Fig. S22. The spectator shift for the other resonant peaks are not
marked as the shifts are rather small. The red shifts for the orange
(first from right), violet (middle), and gray (last from right) lines
are 1.13, 1.30, and 1.65 eV, respectively. Compare with Table II for
DFT-ROCIS simulated spectator shifts.

6a1g orbital is energetically closest to the hole, hence the
electron-hole coupling energy is the largest. Additionally
more diffuse orbitals with a smaller charge density will
have a less electron-hole coupling energy. The magnitude of
electron-hole coupling for a more localized particle (electron)
will be greater in magnitude, as a natural consequence of
distributed Coulomb interaction. Also to be noted here that
6/7t1u have a large diffuse spatial orbital, which also decrease
the exciton binding. On the other hand the 2t2g orbital is
energetically most separated from the hole.

We see from Fig. 9 that the spectator shifts can be measured
quantitatively for the most easily identifiable peaks, which
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TABLE II. Spectator shifts for emission energies (in eV) from DFT-ROCIS lebel of theory: Emission energies for RIXS at different F1s
resonances, compared to nonresonant XE as obtained from simulation at the DFT-ROCIS level of theory. Valence excitation energies at the
DFT-ROCIS level of theory are given in parentheses. We will also give the corresponding nonresonant emission energies.

Resonance |F1s−16a1
1g〉 |F1s−16t1

1u〉 |F1s−17t1
1u〉 |F1s−12t1

2g〉 XE energy

Orbital Em. (E-Loss) Shift Em. (E-Loss) Shift Em. (E-Loss) Shift Em. (E-Loss) Shift Em.

1t−1
1g 660.45(8.44) 1.61 661.03(13.2) 1.03 661.41(17.43) 0.65 661.24(20.10) 0.82 662.06

1t−1
2u 658.99(9.90) 1.51 659.65(14.58) 0.85 659.89(18.95) 0.61 660.06(21.28) 0.44 660.50

5t−1
1u 659.35(9.55) 1.42 659.75(14.48) 1.02 660.15(18.69) 0.62 660.29(21.05) 0.48 660.77

3e−1
g 656.90(11.99) 2.04 658.01(16.23) 0.93 658.58(20.26) 0.36 658.66(22.69) 0.28 658.94

1t−1
2g 657.07(11.83) 1.09 657.42(16.81) 0.74 657.77(21.07) 0.39 657.62(23.73) 0.54 658.16

4t−1
1u 653.36(15.53) 1.91 655.05(19.19) 0.22 654.92(23.92) 0.35 655.02(26.32) 0.25 655.27

5a−1
1g 649.42(19.47) 2.00 650.47(23.77) 0.95 651.04(27.80) 0.38 650.988(30.36) 0.43 651.42

are (1) the largest peak associated with 5t1u and 1t2u orbitals,
(2) the low-intensity distinctly separated peaks 1t2g and 3eg,
and (3) the small peak (but identifiable upon magnification, as
shown in inset in Fig. 9) associated with the 4t1u orbital. The
experimental spectator shift for the peak from combined emis-
sion from the 5t1u and 1t2u orbitals was found to be 1.13 eV.
We see from Table II, where we tabulate the theoretically
computed spectator shifts at the DFT-ROCIS level of theory,
nd the shift to be 1.51 eV and 1.42 eV for emission from the
5t1u and 1t2u orbital. However, two of these peaks in the XES
and RIXS correspond to a combination of orbitals, (5t1u, 1t2u)
and (1t2g, 3eg) orbitals, and a direct comparison with the theo-
retically derived spectator shifts for these individual orbitals,
at the DFT-ROCIS level of theory, as mentioned in Table II is
not totally meaningful. A RIXS experiment with better energy
resolution that resolves individual peaks to individual orbitals
might be able to more appropriately connect with the values
mentioned in Table II.

From Table II we observe an overestimation of computed
spectator shift with respect to the experimental spectator
shifts. This error is particularly pronounced for the emission
for the |F1s−16/7t1

1u〉 and |F1s−12t1
2g〉 resonances, where the

peaks or the emission energies line up with the XE energies.
The error is also overestimated for the |F1s−16a1

1g〉 resonance.
Since the XE spectrum was computed based on an open shell,
an N-1 electron system with an unrestricted Kohn-Sham SCF
protocol from which quasirestricted orbitals were constructed
and on the other hand, the RIXS spectra at the DFT-ROCIS
level of theory, are computed on N electron systems, using
restricted Kohn-Sham SCF orbitals, and there is an overesti-
mation in the simulated spectator shifts.

The emission from 3eg and 1t2g overlaps with each other in
the RIXS spectra, whereas they are well separated in the XE
spectrum by almost ∼0.8 eV. Experimentally since only one
peak for both XE spectrum and |F1s−16a1

1g〉 resonance can
be identified, for this particular case it should be attributed to
an average value between the two emissions. Experimentally
this shift turns out to be 1.3 eV. For the simulated spectra the
spectator shift for 3eg and 1t2g emission turns out to be 2.04
and 1.09, respectively, with the average to be 1.565 eV.For the
4t1u emission energies the experimental spectator shift turns
out to be 1.65 eV, as compared to the simulated value of
1.91 eV. Interestingly we see that if we consider that there
is an error of ∼0.38–0.35 eV in computing the spectator shift,

as demonstrated earlier, then the adjusted value obtained from
the simulated spectra for the |F1s−16/7t1

1u〉 and |F1s−12t1
2g〉

resonances (see Table II) agrees well with experiment, which
suggests very small spectator shifts.

E. Dynamical effects in RIXS at the |F1s−16a1
1g〉 resonance

The RIXS spectra for the |F1s−16a1
1g〉 resonance of SF6, at

the ground-state equilibrium geometry, has been already sim-
ulated the DFT-ROCIS/B3LYP and TD-DFT/CAM-B3LYP
levels of theory, as shown in Fig. 6. However, the F1s core
excitation gives dramatic changes in the electronic structure
and chemical bonding, since according to the equivalent core
principle, the valence electrons effectively experience the F1s1

core like that of Ne1s2. Hence, it induces vibrational ex-
citations leading even to dissociative dynamics, which can
play a significant role for the RIXS signal [14,29]. For the
wave packet dynamics of the RIXS spectrum, the |F1s−16a1

1g〉
resonance, we performed a rigid scan along the F5S-F bond
elongation and calculated a one-dimensional cut in the po-
tential energy surfaces of the ground, valence-excited, and
core-excited states. The dissociation of the F5S-F bond trans-
forms the symmetry of the system from Oh to C4v symmetry.
Thus, MOs transform accordingly, breaking the inversion
symmetry and lifting degeneracy of states. This is seen as
a splitting of the one-dimensional cuts in certain degenerate
potential energy surfaces In Table III we show the correlation
diagram between the valence-excited states in Oh symmetry
and C4v and the splitting of the degenerate states. Notably
the triply degenerate states, in Oh symmetry, split into doubly
degenerate and single degenerate states, while the doubly
degenerate states, in Oh symmetry, split into two singly de-
generate states. This gives associated dynamical effects in the
RIXS spectrum.

The 1D rigid scan of the F5S-F dissociation has
been carried out with TD-DFT/CAM-B3LYP and DFT-
ROCIS/B3LYP. This was done to access the quality of
different levels of theory in simulating the valence and core
excited states and potential energy surfaces. Since the PES in-
volve SF5-F bond dissociation, there exists the obvious threat
of error being introduced by using single-reference theories,
and thus assessment of different theories is warranted.

The adiabatic PES along with highlighted individual dia-
batic PES are plotted in the Supplemental Material [41]; see
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TABLE III. Correlation diagram and splitting of symmetry
adapted molecular orbital for along S-F bond elongation for SF6,
i.e. transformation from Oh to C4v symmetry. The bright states are
highlighted in bold.

Oh C4v

Emission energy and
(energy loss) at Oh

geometry (eV)

|1t−1
1g 6a1

1g〉
{

|e−1a1
1〉

|a−1
2 a1

1〉
660.45

(8.44)

|1t−1
2u 6a1

1g〉
{

|e−1a1
1〉

|b−1
1 a1

1〉
658.99

(9.90)

|5t−1
1u 6a1

1g〉
{

|e−1a1
1〉

|a−1
1 a1

1〉
659.35

(9.55)

|3e−1
g 6a1

1g〉
{

|a−1
1 a1

1〉
|b−1

1 a1
1〉

656.90
(11.99)

|1t−1
2g 6a1

1g〉
{

|e−1a1
1〉

|b−1
2 a1

1〉
657.07
(11.83)

|4t−1
1u 6a1

1g〉
{

|e−1a1
1〉

|a−1
1 a1

1〉
653.36
(15.53)

|5a−1
1g 6a1

1g〉
{
|a−1

1 a1
1〉 649.42

(19.47)

Figs. S6–S14 for DFT-ROCIS and Figs. S16–S21 for TD-
DFT/CAM-B3LYP PES.

A comparison between the TD-DFT and DFT-ROCIS
diabatic states clearly shows that though there are overall

FIG. 10. Vibrational profile of XA peak corresponding to
the |F1s−16a1

1g〉 state from wave packet simulations using TD-
DFT/CAM-B3LYP, DFT-ROCIS/B3LYP, and XFH/B3LYP levels
of theory. The experimental spectrum reproduced from Hudson et al.
[24] is shown for comparison.

FIG. 11. Wave packet dynamics along the S-F bond dissocia-
tion on the XFH/B3LYP |F1s−16a1

1g〉 intermediate dissociative state.
The ground-state potential energy surface [shown in black (bottom
curve)] is shown from which the core excitation takes the wave
packet to the |F1s−16a1

1g〉 core-excited state [shown in blue (top
curve)] on which which the wave packet dynamics occurs. Six
valence-excited final states which are considered for the simulation
of the dynamical RIXS at the TD-DFT/CAM-B3LYP level of theory,
as shown in Fig. 12, into which the decay happens, are shown in
different colors (six middle curves) along with the orbital labels.
The orbital (1t1g, 1t2u, 5t1u, 3eg, and 1t2g) labels correspond to the
|orbital−16a1

1g〉 states. Decay to the ground-state potential yields
quasielastic RIXS.

similarities, the major disagreement comes in the shape of the
PES for the |a−1

1 a1
1〉 state arising from the |5t−1

1u 6a1
1g〉 state,

when breaking Oh geometry.
While DFT-ROCIS clearly predicts this |a−1

1 a1
1〉 state to be

dissociative (see Fig. S9 [41]), TD-DFT predicts the state to
bound; see Fig. S19 [41]. A similar comparison between TD-
DFT and DFT-ROCIS for the S0 ground state and |F1s−16a1

1g〉
core-excited state is shown in Fig. S24 [41]. When dynami-
cal effects of the F5S-F bond dissociation are included, i.e.,
the vibrational profile of the dissociative |F1s−16a1

1g〉 state
is included in the absorption spectra, we clearly see that the
DFT-ROCIS and TD-DFT core-excited PES fail to produce
the experimental broadness of the XA spectrum. This could
be due to two reasons: (1) in the one-dimensional cuts in the
PES for DFT-ROCIS and TD-DFT, the curves are too shallow
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FIG. 12. Role of nuclear dynamics on the RIXS via the |F1s−16a1
1g〉 dissociative core-excited state to the final states |1t−1

1g 6a1
1g〉, |1t−1

2u 6a1
1g〉,

|5t−1
1u 6a1

1g〉, |3e−1
g 6a1

1g〉, and |1t−1
2g 6a1

1g〉. It is important to notice that RIXS to the symmetry-forbidden ungerade final states |1t−1
2u 6a1

1g〉 and
|5t−1

1u 6a1
1g〉 are allowed only due to the vibronic coupling which localizes the core hole on the F atom. Black and magenta (gray) show

TD-DFT/CAM-B3LYP and DFT-ROCIS/B3LYP calculations, respectively. The state labels refer to orbital assignment at the equilibrium
geometry and for stating splitting from Oh to C4v symmetry presented in Table III.

and (2) the absence of other nuclear degrees of freedom. As
discussed earlier in Methods Sec. II, the model essentially
constitutes of the only SF5-F bond dissociation and other
angular distortion modes are neglected. The steepness of the
core excited states can also be strongly affected by the ne-
glect of these other degrees of freedom, which would result
in underestimation of the broadening of the XA spectrum.
The methods which we employ here like TD-DFT and DFT-
ROCIS lack proper accounting of the core-hole relaxation
effects, which in turn could change the intermediate state PES.

It is well known that orbital relaxation effects play an
important role in the core-excited states and is a potential
cause for the absence of the desired steepness. Full-core-hole
excited (XFH) giving a relaxation of the lowest core-excited
state (within the constraint of the core-valence separation
approximation) is known to capture these orbital relaxation
effects [33]. Indeed, the XFH method manages to produce a
steeper potential for the |F1s−16a1

1g〉 state than the TD-DFT
and DFT-ROCIS; see Fig. S24. We also see that when the
XFH potential energy cut is used to compute the vibrational
profile of the XA spectrum, a broader spectrum is achieved
though it still fails to match the experimental broadness; see
Fig. 10. Hence the |F1s−16a1

1g〉 core-excited state computed
with the XFH is used for computing the dynamical effects
of F5S-F bond dissociation on the RIXS spectra, with both
DFT-ROCIS and TD-DFT valence-excited states. Emission
along the vertical polarization was found to be twice the
horizontal polarization for the elastic line, which is reflected
in the vibrational tail in the experimental spectrum at energies
lower that 687 eV.

Thus we conducted the wave packet dynamics on the
XFH/B3LYP intermediate (core-excited) state along the

F5S-F bond-dissociation distance (see Fig. 11) along-
with the final (valence-excited) state obtained from DFT-
ROCIS/B3LYP and TD-DFT/CAM-B3LYP. The vibrational
profiles for the different individual peaks arising out of transi-
tion from the |F1s−16a1

1g〉 intermediate state and the individual
final states of different symmetry, as listed in Table III, were
computed individually with a distance-dependent transition-
dipole moment, as shown in Fig. 12.

Due to the localization of the core hole and dissociation
along a single S-F bond, the symmetry of molecule is re-
duced from Oh to C4v and the states |1t−1

1g 6a1
1g〉, |1t−1

2u 6a1
1g〉,

|5t−1
2u 6a1

1g〉 and |1t−1
2g 6a1

1g〉 split into a-states and double de-
generate e-states. This means that triply degenerate states
mentioned above in Oh symmetry have split into PESs along
S-F bond elongation, which correspond to a doubly de-
generate e state and a a1/a2/b1/b2 state in C4v symmetry.
According to our simulations only the e-states in C4v symme-
try, associated with |1t−1

1g 6a1
1g〉, |1t−1

2u 6a1
1g〉, |1t−1

2g 6a1
1g〉 states

in Oh symmetry, are active (bright), and hence in Fig. 12
we include only spectra simulated for PESs of the bright
e-states. In contrast, in the case of the |5t−1

2u 6a1
1g〉 state, all

three states (e and a1) are active (bright). Therefore we dis-
play in Fig. 12 spectra associated with the bright e- and a1-
states.

As it can be seen in Fig. 12, the dissociative wave packet
dynamics in the core-excited state leads to a strong distortion
of the line shapes of the final electronic states populated in
the RIXS process. Moreover, the results are very sensitive on
the choice of theoretical methodology used to compute the
potential energy curves, as discussed above. The most striking
difference occurs in the profile for decay to the analogously
dissociative pair of 1t1g final states, wherein a splitting is
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FIG. 13. Role of the nuclear dynamics. Experimental and calcu-
lated quasielastic RIXS bands for horizontal [orange (light gray)]
and vertical [blue (dark gray)] photon polarization along with ex-
perimental spectrum obtained from Ref. [13]. Mid- and lower panels
compare total theoretical RIXS profile with and without taking into
account the nuclear dynamics, respectively. The peaks corresponding
to |4t−1

1u 6a1
1g〉 and |5a−1

1g 6a1
1g〉 are not present in the dynamical spectra,

as those states could not be diabatized properly and are hence omitted
from simulations. The static spectrum is convoluted by a constant
Gaussian broadening whereas the broadening in the dynamical spec-
tra results from the wave packet dynamics.

observed, typical for decay between two dissociative curves
[14,15] arising from fast decay near the vertical point and
decay from stretched bond geometries. Decay from the wave
packet in a stretched S-F bond leads to second peak located at
higher energy losses than fast decay near the vertical point.

The scenario outlined above has an important consequence.
When considering the experimental RIXS spectrum at the a1g

resonance it was observed a sharp feature [13] associated with
dissociation of the S-F bond. The wave packet simulations
support this notion, only that it seems to happen indirectly,
explicitly the higher loss shoulder of the 1t1g bands overlaps
with the profile of the 1t2u states, leading to increased inten-
sity in the spectral region of the latter state. The discussed
effect is shown in Fig. 13 and Fig. S25. The |4t−1

1u 6a1
1g〉 and

|5a−1
1g 6a1

1g〉 states are not present in the TD-DFT dynamical
spectra, due to inability to correctly diabatize those states.
However, at the DFT-ROCIS level of theory the |4t−1

1u 6a1
1g〉

state could be diabatized and included in the dynamical
spectrum simulation at the DFT-ROCIS level of theory as
shown in Fig. S25. Interestingly the peak associated with
|4t−1

1u 6a1
1g〉 state is suppressed due to the dissociative dynam-

ics, as shown in Fig. S26, and hence the model employed for
dynamical simulations also holds at lower emission energy as
well.

The dissociation in the core-excited SF6 molecule addi-
tionally leads to low-energy losses near the elastic line. These
are associated with population of the vibrational levels in the
ground-state potential energy surface. Figure S27 shows a
comparison between experimental and calculated RIXS spec-
tra for vertical and horizontal polarization. It can be seen that
the experimental band is asymmetric and extends for about
4.5 eV. However, no vibrational peaks can be distinguished,
as experimental resolution is limited. The theoretical RIXS
spectrum, computed within a one-dimensional wave packet
model, evidences a long progression of vibrational states asso-
ciated with the S-F stretching vibration. We expect that future
high-resolution measurements could resolve this progression,
but it should also be considered that additional vibrational
modes not included in our simulations could lead to additional
peaks.

IV. CONCLUSION

To conclude, the electronic structure and nuclear dy-
namics of the SF6 molecule have been investigated with
F1s XA and RIXS spectroscopy and analyzed using first-
principle electronic calculations accompanied by the wave
packet simulations of the nuclear dynamics. In the simula-
tions, we employ two levels of quantum chemical methods:
TD-DFT/CAM-B3LYP and DFT-ROCIS/B3LYP. Due to the
strong degeneracy of the F1s core shell in SF6, the vibronic
coupling results in a localization of the core hole in the F
atom. The core-hole localization and associated elongation of
the corresponding S-F bond reduce the symmetry from Oh to
C4v . This results in a drastic change of the symmetry selection
rules, as seen in the experimental RIXS spectrum. For exam-
ple, RIXS through the core-excited state |F1s−16a1

1g〉 to the
symmetry-forbidden scattering channels in the ungerade final
states |1t−1

2u 6a1
1g〉 and |5t−1

1u 6a1
1g〉 becomes allowed due to the

vibronic coupling.
Our simulations are in agreement with the experiment and

explain the sensitivity of the RIXS spectra to the symmetry
of the XA resonance by different screening or electron-hole
interaction. We have shown that the so-called spectator shift
of the RIXS spectra is larger for the |F1s−16a1

1g〉 resonance
than for the |F1s−16t1

1u〉, |F1s−17t1
1u〉, and |F1s−12t1

2g〉 XA res-
onances. The reason for this is that the 6a1g orbital gives an
efficient screening of the core hole since it is largely localized
on the F atoms. Hence, there is a large spectator shift for the
|F1s−16a1

1g〉 resonance.
For comparison to the experimental data, we calculated

the RIXS profile for two angles χ between the polarization
vector �e of incoming photon and momentum �k′ of scattered
photon, χ = 0◦ and 90◦. Our theoretical results explain ob-
served polarization dependence of the experimental RIXS
profile by its dependence on the mutual orientation of the
dipole moments of core-excitation and emission transitions.
Nuclear dynamics influences both electronically inelastic and
elastic RIXS channels. Most strongly the nuclear dynamics
affects the quasielastic RIXS channel through the dissociative
intermediate |F1s−16a1

1g〉 state with a long vibrational progres-
sion.

The data sets generated and analyzed during the current
study are available from the corresponding author on reason-
able request.
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