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This thesis describes studies of materials which can be exploited for hydrogen production from
water and sunlight. The materials investigated are maghemite (γ-Fe2O3), magnetite (Fe3O4)
and especially hematite (α-Fe2O3), which is an iron oxide with most promising properties in
this field. Hematite has been deposited using Atomic Layer Deposition (ALD) - a thin-film
technique facilitating layer-by-layer growth with excellent thickness control and step coverage.
The iron oxides were deposited using bis-cyclopentadienyl iron (Fe(Cp)2) or iron pentacarbonyl
(Fe(CO)5) in combination with an O2 precursor. Since it is crucial to have good control of the
deposition process, the influence of substrate, process temperature, precursor and carrier gas
have been investigated systematically. By careful control of these deposition parameters, three
polymorphs of iron oxide could be deposited: hematite (α-Fe2O3), maghemite (γ-Fe2O3) and
magnetite (Fe3O4).

The deposited materials were characterized using X-ray Diffraction, Raman and UV-VIS
Spectroscopy, and Scanning Electron Microscopy. Hard X-ray Photoelectron Spectroscopy
(HAXPES) was also used, since it is a non-destructive, chemically specific, surface sensitive
technique – the surface sensitivity resulting from the short mean escape depth of the
photoelectrons. The depth probed can be controlled by varying the excitation energy; higher
photoelectron energies increasing the inelastic mean-free-path in the material.

HAXPES studies of atomic diffusion from F-doped SnO2 substrates showed increased doping
levels of Sn, Si and F in the deposited films. Diffusion from the substrate was detected at
annealing temperatures between 550 °C and 800 °C. Films annealed in air exhibited improved
photocatalytic behavior; a photocurrent of 0.23 mA/cm2 was observed for those films, while the
as-deposited hematite films showed no photo-activity whatsoever.

The optical properties of low-dimensional hematite were studied in a series of ultra-thin films
(thicknesses in the 2-70 nm range). The absorption maxima were shifted to higher energies for
films thinner than 20 nm, revealing a different electronic structure in thin films.
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"I have not failed. I’ve just found 10,000 ways that won’t work."
- Thomas A. Edison
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1. Introduction

A sustainable society can not depend on energy from fossil fuelled sources –
for at least two reasons: the finite amount of such fuels (oil, natural gas, coal)
available at reasonable prices [1–3], and the release of green house gas emis-
sions, mainly in the form of carbon dioxide from the utilisation of those fuels.
The latter contributes to global warming [1, 4, 5]. This thesis concerns mate-
rials that can be used for hydrogen production from water and sunlight. This
is one possible component in a sustainable energy system which can harvest
and store the energy from the sun for later use (for instance during night-time).
Specifically I have studied methods to deposit thin films of various compounds
and the films’ chemical and physical properties. For a cost efficient device the
materials need to be tailor made, and can be in the form of a thin film. One
material which possess good properties for solar water splitting is hematite
(α-Fe2O3), an iron oxide, which is the main material I have studied.

Thin films and deposition techniques

Thin films can be present were we least expect them. For instance: a pho-
tograph is a thin film of colours on a white paper, a fluorescent lamp has an
internal thin film which produces light at a low temperature, a coating on a ra-
zor blade to prolong its lifetime, or the thin film present on my glasses which
prevents them from being scratched. These examples are not dependent on a
perfect thin film, regarding a uniform thickness or the step coverage (in the
nm range).

Different types of thin films are today widely produced at research facilities
and in industries. The definition of a thin film is that the film is within or below
the µm range [6] and the applications for such films are numerous [7].

Other applications need magnetic layers for data storage, photocatalytic in-
terfaces for solar cells, dielectrics for the semi conductor industry, the surface
of a drill, or the outer layers on a cutting tool – all with specific and diverse
demands on the thin film. The quality of these films are often very high since
they are produced for a specific and often "extreme" application, their thick-
ness is often below 100 nm (in the case of cutting tools typically 10µm).

Thin films are also one of the reasons why computers and mobile phones
has decreased in size, and that their performance has increased rapidly since
the 1960’s [8]. Electronic parts and circuits can now be controlled, in the
nanometer range. With technology progressing the constitutions need not to be
large to assure function, for instance new oxide materials has made it possible
to make transistors with sub 25 nm in size [7].
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The main reason for the interest in thin films is that they can change the
physical and chemical properties of the surface of the underlying material and
desired properties may be promoted and functionality can be added. A thin
film could enhance the hardness, roughness, give less friction, or it could be
used as a protective layer for a sensitive layer beneath, i.e. solar cells or flexible
OLED displays [9]. Many of the applications have high demands on the thin
film, which often has to be of a specific thickness, having a well defined phase
content and be uniformly deposited (without pinholes).

A thin film also have the added bonus of potential cost benefits: instead
of manufacturing a certain component with 100% of the desired material, it
is enough to have a cheaper material as a backbone with a thin film with the
desired properties on top, having typically less than 1% of the total volume.
One example is the platinum metal in a car catalyst: if it were solid there
would be about 1 kg of platinum in the device, in reality there is only about 3
g on a ceramic backbone – lowering the cost from 33 000 AC to 100 AC.

There are a couple of well investigated thin film deposition techniques,
which can produce thin films with good quality. Three common techniques are
physical vapour deposition (PVD) [10], chemical vapour deposition (CVD)
[11–13] and atomic layer deposition (ALD) [14–17].

Among these, PVD generally has a poorer step coverage than CVD and
ALD and are less useful on high aspect ratio substrates or vicinal surfaces.
The reason is that this is a line of sight technique, but the fast surface reactions
and limited rearrangement time also influences. The line of sight phenomenon
is illustrated in Figure 1.1. There are, ways to improve the step coverage,
e.g. rotating the sample during deposition. PVD or sputtering, uses elemental
or compound targets as raw material for the growth.

a) Substrate b) Physical Vapour 
Deposition

c) Chemical Vapour 
Deposition

d) Atomic Layer 
Deposition

Source Source Source

Figure 1.1. Illustration of step coverages of three different thin film deposition tech-
niques. a) Schematic picture of a sample with cavities. b) Physical vapour deposi-
tion/Sputtering, c) Chemical vapour deposition, d) Atomic layer deposition.

CVD has been used in the microelectronic industry for a long time, since
it provides a good thickness control, and that fairly high aspect ratios can be
coated conformally. Briefly, the coating is deposited from a mix of precur-
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sors in the gas phase, continuously present over the substrate. The precursors
has to diffuse through the boundary layer which is present over the substrate,
and a velocity gradient perpendicular to the flow direction is generated (in an
horizontal reaction chamber). The concentration of the precursors are also de-
pendant of flow distance. This makes large area substrates difficult to deposit,
with a uniform thickness. This can be controlled by using a shower type of
gas nozzle to distribute the gas phase evenly over the substrate, by tilting the
sample or like in PVD, rotate the sample. To obtain conformal films in CVD,
the reaction rate should be low, and the rate limiting step should be surface
kinetics, not gas phase mass transport.

There are many similarities between CVD and ALD, since ALD is a se-
quential CVD process. The same experimental setup could often be used for
either ALD or CVD (especially in research). The advantage with ALD is the
self limiting precursor steps which give rise to conformal films with an ex-
cellent thickness control (illustrated in Figure 1.1), since the growth is atomic
layer by atomic layer. The thickness can easily be controlled by the number
of precursor pulses. In comparison with CVD, no reactions occur in the gas
phase, instead the reaction take place on the surface of the substrate. ALD then
avoid homogeneous nucleation in the gas phase. ALD also results in pinhole
free, homogeneous and dense films at lower temperatures [18, 19]. It should be
mentioned that ALD not always gives a layer by layer growth. In some cases
island formation on the substrate could occur, and the initial growth procedure
is strongly depending on the surface energies of the substrate [20, 21]. This
behaviour causes a nonlinear growth and could give rise to structured surfaces,
instead of the smooth films normally provided by ALD [22, 22]. Figure 1.1
illustrates the step coverage of PVD [23–26], CVD [27–30] and ALD [31–37].
The behaviour of the PVD and CVD could be a little flamboyant, but ALD is
superior when step coverage is discussed.

The drawback using ALD is the slow deposition rate, compared with PVD
or CVD. Layer by layer growth takes more time since only one precursor at
the time is introduced into the reactor. There is, however, a "roll by roll" de-
position chamber developed to increase the speed of an individual deposition
[38, 39]. This is especially important for industries which uses ALD.

The technique used in this thesis were ALD, and pulsed CVD (pCVD).
With pCVD the pulses are separated, as in ALD, but due to decomposition of
the precursor, a higher growth rate can be achieved. ALD were chosen as the
step coverage were of great importance on some of the substrates used. The
thickness of the thin films discussed in this thesis are in the nanometer range.

Iron oxide as material for solar water splitting

Since fossil fuels currently is the main source of energy, much research is fo-
cused to produce energy from a more environmentally friendly (carbon free)
source. When fossil fuels (oil, coal or natural gas) are used the green house gas
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CO2 is produced 1. The gas gets trapped in the atmosphere and contributes to
the global warming [4]; greenhouse gases have always been present in earth’s
atmosphere – keeping heat in the form of infrared radiation stored in the at-
mosphere (the moon lacking a proper atmosphere, for instance, do not enjoy
this storage of heat) by capturing IR-radiation emitted from the earths surface,
instead of letting it radiate into space. A deviation toward increasing concen-
trations from the natural levels of greenhouse gases have been occurring ever
since humans started burning fossil fuels – a larger than natural fraction of
the infrared radiation is thus kept and reradiated in the atmosphere. It is es-
timated that an 0.5 ◦C temperature increase have happened since the 1970’s.
Because of this, there is a large interest to find new sustainable (renewable)
energy sources. Examples of renewable energy sources are: solar, hydroelec-
tric, wind, wave and tidal energy [40]. Solar energy could potentially provide
a large amount of energy. It is estimated that the energy emitted from the sun
impinging on earth is approximately 3 · 1024 J during a year. This is around
10000 times the current worldwide energy consumption, per annum [41]. This
means that it would be enough with one hour to get enough energy to provide
the world for one year – if it can be harvested and stored. It has been estimated
that if solar cells were placed on a small area of the globe – e.g. a fraction of
the Sahara desert – with a modest 10% efficiency of the solar cells it would be
enough for the energy needed world wide [42]. Solar energy could in the end
be able to provide both direct electrical power, and store energy in for example
the form of hydrogen. Therefore water splitting, into molecular oxygen and
hydrogen (Reaction 1.1), has attracted a lot of interest.

2H2O 4h̄ω−−→ O2 +H2 (1.1)

Solar hydrogen generation offers one route to harvest the energy from the
sun into a chemically active form without carbon, which can be stored. The
measurements performed in this thesis mainly investigates one component of
the photoelectrochemical hydrogen production (the photoanode).

In a phototelectrochemical device, both the excited electrons in the conduc-
tion band (e-

CB) and the produced holes in the valence band (h+
V B) take part in

the water splitting process at the cathode and anode under acidic conditions,
shown in Reaction 1.2 and 1.3.

2H2 O+4h+
VB −→ 4H++O2 (1.2)

4H++4e−CB −→ 2H2 (1.3)

Fujishima and Honda were the first to demonstrate the concept using a pho-
toelectrochemical device for solar energy conversion and storage [43]. How-
ever, in their experiment it was a high band gap material (TiO2) and the pH

1Carbon dioxide and methane (from agricultural sources) are the most abundantly emitted from
human endeavours.

14



difference on the sides of the membrane which made it possible to perform
water splitting. They proposed that water could be split, without applying any
potential bias, using only the solar energy whereas the pH difference in prac-
tice gave a potential difference between the cells.

In this thesis hematite (α-Fe2O3) has been evaluated for use in a water splitting
device. Hematite has properties that are highly beneficial for this application,
which have motivated this research [44–48]. The absorption coefficient of vis-
ible light is high, the band gap of around 2 eV fits with the energies involved in
the water splitting process [49] as well as absorbs a large part of the visible so-
lar spectrum, and the energeticly position of the valence band edge is suitable
for water oxidation. Hematite is, as evident by the widespread appearance of
rust, highly stable in ambient environment and composed of abundant, cheap,
and nontoxic elements.

The materials properties of hematite are, however not ideal. The conduc-
tion band edge of around + 0.2 V vs. normal hydrogen electrode (NHE) [49]
is slightly too low for the unassisted hydrogen production. This could to some
extent be overcome by making the hematite quantum confined, which could
raise the conduction band edge. The more common approach, and the ap-
proach used in this thesis, is to target the hematite as a photoanode for the
oxygen evolution reaction.

This situation is identical to several other semiconductors investigated for
one of the half reactions, for example: TiO2 [50, 51], WO3 [52, 53], BiVO4
[54, 55], ZnO [56, 57], CIGS [58], and Cu2O [59, 60], which alone are not
capable of unbiased water splitting in a single cell device architecture. In a
working device, these semiconductors must be combined with an additional
photoabsorber that adds the additional driving force for the full reaction. The
standard approach to this problem is to construct tandem devices based on two
semiconductors with different band gaps. Specific tandem combinations are
sometimes also suggested, like the possibility to combine Fe2O3 photocath-
odes with a dye-sensitized solar cell [45, 61]. An alternative to tandem devices
for obtaining the proper photopotential is to construct modules of several cells
interconnected in series [62].

In the following chapters I describe the material systems in more detail,
also the theoretical and experimental necessities are covered. The last chapters
summarise the results of Paper I-VIII, and provides an outlook towards how
this research may be continued.
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2. Theory and Background

In this section some necessary theory is discussed as well as a brief introduc-
tion to different iron oxides. The importance of annealing iron oxide for the
solar water splitting application is also discussed.

2.1 Energy Bands
A material, semiconductor or insulator, may be photo-excited; a photon (h̄ω)
may excite an electron from the valence band to the conduction band, i.e. the
difference between the valence and the conduction band is the band gap (Eg)
of the material, illustrated in Figure 2.1. To create such an electron-hole pair
the energy of the photon needs to be larger than the band gap, i.e. h̄ω > Eg.
Depending on the size of the band gap, the absorption onset states are located
at different photon energies, for semi conductors this is often in the visible-
light range and insulators in the UV-range. There is also indirect band gaps, as
sin the case of hematite (iron oxide). This situation is described in more detail
in the results section and Paper I.

Metal Semi-metal Semi-conductor Insulator Photo-excitation

Fermi-
level

+

-

T > 0K

T = 0K

Figure 2.1. Illustration of electron occupancy of allowed bands for metal, semi-metal,
semi-conductor, and insulator. The illustration also shows how the electron occupan-
cies are different at 0 K and at higher temperatures (T > 0 K).

Doping of semiconductors can produce states in the energy gap, either elec-
tron states below the conduction band (n-type doping) or hole states above the
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valence band (p-type doping) changes the conductivity and the band gap of
the material. Another way of changing the width of the band gap is to change
the size of the system. The size when this effect becomes noticeable is in the
nm-scale. We may predict this behaviour from quantum mechanics and the
solutions to the Schrödinger equation for a particle in a box, i.e. a particle in
a well of finite extent with infinite potential barriers (see e.g. Sakurai for the
solution to this problem [63]).

En = n2h2/8mL2 (2.1)

Figure 2.2. The first two energy lev-
els with their corresponding wave-
functions of a free electron of mass
m confined to a line with length
L. The energy levels are numbered
according to the quantum number
(n), which gives the number of half
waves present in the wavefunction.

Where h is Planck’s constant and m the
particle mass. The energy level n of the par-
ticle in a box is stated in Equation 2.1, for
the same well-size En ∝ n2. If the well size
is changed, the energy shifts, and the spac-
ing between the states change as 1/L2.

This is the basic concept behind quan-
tum confinement effects, where for molecules
the absorption maximum changes with
size. The photon energy needed to excite
an electron from state n to n+1 behaves
quantitively with changing system size as
in the experiment, obtained above in Figure
2.2. Of course a far better description of the
actual potential needs to be made to quan-
titatively capture a real system behaviour.

2.2 The Iron Oxides
Iron oxides are compounds widespread in nature. This class of compounds
have a rich palette of possible oxygen to iron ratios, as well as many different
phases for each composition [49]. Iron compounds are widely used as pig-
ment, in catalysts, in thermite, and one biological example is haemoglobin.
The stability and non-toxic nature of the iron oxides makes them suitable to
be used as pigments and coatings. As pigments the iron oxides gives colours
from yellow to brown and black. Some colours of hematite, maghemite and
magnetite are shown in Figure 2.3. The range of colours suggest that the elec-
tronic structure change with composition.

The iron oxides discussed in this thesis are hematite (α - Fe2O3), maghemite
(γ - Fe2O3) and magnetite (Fe3O4). Wüstite (FeO) is also mentioned regard-
ing the Fe2+ satellite in HAXPES. This section summaries the difference and
similarities of the iron oxides in this thesis.
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2.2.1 Hematite (α-Fe2O3), Maghemite (γ-Fe2O3) and Magnetite
(Fe3O4)

Hematite, α-Fe2O3 has a corundum structure, with a hexagonal unit cell. The
unit cell of hematite is shown in Figure 2.3. The structure can be described
as: hexagonal close packed (hcp) anion (O2−) arrays with two thirds of the
octahedral sites filled with a Fe3+ cation. It is the most stable iron oxide and
often the end transformation of the oxide when annealed in air [49].

Magnetite, Fe3O4, has an inverse spinel structure, with a cubic unit cell
(Figure 2.3). Magnetite contains multivalent iron in contrast to the other iron
oxides, and contains both Fe2+ and Fe3+. The cations occupy both octahe-
dral and tetrahedral sites which results in both octahedral and mixed octahe-
dra/tetrahedral stacked layers. In a perfect magnetite structure the relationship
between Fe2+ and Fe3+ is 1:2.

Maghemite, γ-Fe2O3, has a structure similar to magnetite’s. But instead of
a mix in oxidation states maghemite has exclusively iron in the trivalent state.
Vacancies in the Fe2+ positions compensate for the overall charge. Maghemite
is cubic, with all the tetrahedral sites occupied with the cations and the re-
maining cations randomly distributed in octahedral sites (Figure 2.3) [49].

The three unit cells together with a thin film (40 nm) and the iron mineral
are shown in Figure 2.3. The unit cell of maghemite illustrates the two dif-
ferent positions of the cations in the anion lattice. The iron which is in the
tetrahedral sites are green, whereas the iron in the octahedral site are purple.

Hematite, maghemite and magnetite are all semiconductors. A semicon-
ductor is conventionally defined as when the separation of the valence band
of orbitals and the conduction band is less than 4 eV. The Fermi level is posi-
tioned in between the valence band and the conduction band for T > 0K, il-
lustrated in Figure 2.1. Conductivity in a material is due to motion of the free
charge carriers in the material. Those may either be electrons, in an empty
conduction band, or hole vacancies in the normally filled valance band. In an
n-type semiconductor the conductivity involves electrons at donor levels close
to and below the conduction band, whereas in a p-type semiconductor holes
are involved at donor levels above and close to the valence band.

For electrons to be excited from the valence band up to the conduction band
an energy greater than the band gap is needed. When the band gap is small,
heating of the material is enough for this excitation to occur. In the case of
a higher band gap excitation of electrons can be achieved by irradiation with
light at an appropriate wavelength [49].

Light absorption causes formation of an electron/hole pair (e-/h+) in the
interfacial region of the solid and, in the presence of an electric field which is
more negative at the surface, the electrons migrate inwards towards the bulk
of the solid and the holes move towards the surface and react with the FeOH
groups, i.e. the charges separate. A feature of the iron oxides is a relatively
fast electron/hole recombination – many electrons recombine with the holes
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Figure 2.3. Crystal structure, mineral and thin films of hematite, maghemite [64] and
magnetite. Bonds are added for an easier view of tetrahedral or octahedral sites.

and become neutralized – which decreases the photo-activity of the material
[49].

Hematite is an n-type semiconductor and have a band gap of about 2 eV,
it is stable at pH>4, cheap to manufacture, and environmentally friendly [49].
This combined with the fact that a reasonable amount (29%) of visible light
have energies larger than the hematite band gap, have raised interest for using
hematite as an anode for the photo assisted electrolysis of water for hydrogen
production [44, 65–67]. In these investigations, the hematite anodes were in
the form of nanoparticles, thin films or single crystals.
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The photo-electrochemical activity of hematite with respect to solar hy-
drogen production is unfortunately hampered by a short hole diffusion length
[44, 68], short excited-state lifetime in the picosecond range [68], and a poor
oxygen evolution reaction kinetics [69]. To increase the efficiency of hematite
photoanodes, one approach has been to enlarge the surface area of the hematite
by growing nano pillars, or cauliflower structures [70, 71] an example of
increased surface is seen in Figure 3.3 a)-c). Another approach has been
to improve the transport properties by introducing different dopants into the
hematite lattice, either during the deposition process or with an annealing step.

Dopants introduced during the synthesis of hematite reported in literature
are, for example: Si [72–75], Ti [72, 76–81], Al [80], Mg [82, 83], Zn [80, 84],
Mo [85], Cr [85], Pt [86], Ge [87] and Sn [77, 79, 83, 88].

Examples of molecular doping are the use of tetraethyl orthosilicate (TEOS)
for doping with Si [73], or SnCl4 ·5 H2O which has been used for doping with
Sn [89]. Also dual doping with Sn/Be [77] or Ti/Al [80] has been tried.

The second approach has been to introduce dopants in the hematite lattice
by annealing hematite. Fluorine doped tin oxide were used as substrate, as
tin has been proven to be a suitable dopant. This effect has been investigated
by Sivula et al. [90] where they show that Sn diffusion where observed when
annealing at 800 ◦C for 10 hours. The effect of Sn dopants in hematite resulted
in an increased absorption, with a factor two. Diffusion of Sn has also been
seen at 650 ◦C from FTO into nano wires of hematite [88].

The effect of an increased absorption of Sn is that Sn4+, which is tetravalent,
can be substituted in the Fe3+ sites in hematite [79, 80, 91], which results in the
formation of Fe2+ ions. The local pair of Fe2+ and Sn4+ acts as donor centres
in the structure, which increases the electronconductivity [92]. This effect has
also been investigated with Ti4+ [79, 80] with the similar result.

The material properties are, as discussed (in Section 1), not ideal for the
full water splitting reaction. The conduction band edge is slightly too low
for unassisted hydrogen production. This could, however, to some extent be
overcome by making the hematite quantum confined, which could raise the
conduction band edge. The more common approach is instead to target the
hematite as a photoanode for the oxygen evolution reaction.

Magnetite has a band gap of 0.1 eV which makes it unsuitable for this kind
of application. Maghemite, on the other hand, has a suitable band gap of 2
eV but has not gained as much interest as hematite, probably since hematite
is the most stable of these oxides [49]. A common scheme, regarding phase
transition/stability of the three iron oxides in ambient atmosphere discussed
here, is seen in Reaction 2.2 [93, 94].

4 Fe3O4 +O2
200◦C−−−→ 6 γ −Fe2O3

400◦C−−−→ 6 α −Fe2O3 (2.2)

Maghemite is ferromagnetic at room temperature and has for example been
used in many applications due to its magnetic properties and its needle-shaped
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form, i.e. in tapes and diskettes [95]. Hematite is weakly ferromagnetic or
antiferromagnetic at room temperature and has a Curie temperature of 956 K
(paramagnetic) [49, 96]. Magnetite is ferrimagnetic and exhibit the strongest
magnetism of any metal oxide [49, 97]. The difference in magnetic properties
will influence the Raman spectra, discussed in Section 5.4.

It is easy to see the difference between magnetite, hematite and maghemite.
Magnetite is black whereas hematite is dark red and maghemite is brown.
When the iron oxides is in the form of a thin film it is difficult to distinguish
hematite from maghemite, due to a very small colour difference between them
(as seen in Figure 2.3), compared to bulk when the difference in colour is more
distinct.
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3. Methods for Thin Film Material Synthesis

In this section the deposition techniques used during this thesis are described
and discussed. The ALD reactors used and experimental details are also in-
cluded in this section.

3.1 Atomic Layer deposition
Atomic layer deposition (ALD) is a thin-film deposition technique developed
in the early 1970’s by the Finnish scientist T. Suntola and his co-workers
[15, 98]. In the beginning, the technique was called atomic layer epitaxy
(ALE). But since most of the deposited films became amorphous or polycrys-
talline, the name was changed from ALE to ALD. It should be mentioned
that the Russian group of V. Aleskowski also developed a similar method at
the same time called molecular layering, describing alternate surface reac-
tions characteristics to ALD [99–102]. Today a wide range of materials can
be deposited with ALD. Pure metals, oxides, nitrides and sulphides can, for
example, be deposited. An extensive compilation of the materials deposited
with ALD is found in reference [16].

A general overview of an ALD process is given in Figure 3.1. The illus-
tration describes film growth of a binary compound. Binary compounds are
the most commonly grown, but ternary compounds have also be deposited
[103, 104]. A binary ALD process is normally divided into four steps, com-
pleting one cycle (Figure 3.1).

The first step contains in this case the metal precursor, which is transported
in the gas phase, to the deposition chamber by a carrier gas. The carrier gas
is normally an inert gas. The first precursor adsorbs on the substrate surface,
forming one monolayer that chemisorbs to the surface (Figure 3.1 a). The
second step in the cycle is a rinse pulse that remove the excess of the first
precursor, shown in Figure 3.1 b). This is usually performed by the carrier gas.
The third step adds the second precursor, which reacts with the chemisorbed
molecules on the surface, seen in Figure 3.1 c). The fourth and last step then
remove the excess of the second precursor, seen in Figure 3.1 d). Ideally one
cycle should generate one monolayer of film on the substrate. By changing the
number of cycles, the number of layers can be determined and the thickness
can be controlled [14].

The time for the different precursor and purge pulses in an ALD cycle are
customised for each deposition, strongly depending on the substrate and pre-
cursors used. For three dimensional substrates, the time for each pulse needs
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Figure 3.1. The four different pulses completing one cycle in ALD. The four steps
completing one cycle are illustrated with TiI4 and H2O as precursors, to deposit TiO2.
First the TiI4 covers the surface with one monolayer. The first reaction which take
place is that the iodine from TiI4 reacts with the hydrogen from the surface which is
OH terminated. The second part of the cycle consist of a rinse with nitrogen to clean
the reactor and surface from the residual of TiI4. The second precursor, in this case
H2O, is then rinsed into the reactor, and reacts with the monolayer of TiI3 creating
TiO2 on the surface. The last step in the cycle is then a rinse gas to clean the reactor
and surface from the residual of H2O.

to be long enough so that the precursors have the time to form a monolayer of
adsorbates and the excess to be rinsed out of the structure. For a flat surface
short pulse times can be used. The pulse lengths also differs depending on the
design of the ALD reactor used. The ALD process is optimised to obtain the
shortest cycle time.

Figure 3.2. Schematic picture after of the deposited film (TiO2)after three ALD cycles.

For a binary compound a cycle with four steps are necessary, since sepa-
ration of the two reactive pulses containing the precursors, is necessary. This
separation is one of the advantages of ALD, which provides good thickness
control of the deposited material. Since ALD have separation of the reactive
precursors, more reactive precursors can be used which also can decrease the
deposition temperature, compared with CVD [17]. Most ALD processes in-
cludes one metal containing precursor, that subsequently reacts with the other

24



precursor. The second precursor is typically an oxygen, a nitrogen or a sul-
phur containing compound. The reactions which take place between the two
precursors are often simple, like hydrolysis, oxidation, reduction or organic
coupling.

Depending on the wanted film thickness, the number of cycles can be tai-
lored. An illustration of three cycles is shown in Figure 3.2. The growth
rate per cycle varies and depend on the precursors used in the process but are
normally less than a couple of Ångström. This makes the deposition process
rather slow compared to other deposition techniques. The large advantages of
ALD compared to other techniques are instead an excellent thickness control
and also high step coverage where trenches and porous materials can be coated
with high uniformity, illustrated in Figure 1.1.

3.1.1 The importance of the precursor
The selection of a precursor is a important step in an ALD process. Typically
reactive precursors are used to lower the deposition temperature. Growth rate
and precursor residues of the film are two important factors, and has to be
taken into account. Etching of the deposited film may occur with some pre-
cursors (often chloride based precursors). In general precursors can either be
in the form of a gas, a liquid or a solid. The easiest precursor to work with
is a gas which can be easily controlled with mass flow controllers. A liquid
precursor is also commonly used, and can be controlled by an evaporator, and
a pneumatic valve controls the amount of the precursor from each pulse.

There are some basic restrictions for the choice of a precursor. The pre-
cursor has to have a reasonably high vapour pressure (for a liquid or a solid)
to deliver enough molecules to the reaction chamber, and have a good thermal
stability to avoid decomposition. It also needs to chemisorb onto the substrate.
To obtain the wanted vapour pressure of the precursor, heating or in some cases
cooling is necessary. In the case of a solid precursor a sublimator is necessary.
The quantity of the solid needs to be sufficient so that the amount of gaseous
precursor is enough for the whole deposition, depending on the number of cy-
cles applied. The rinse pulses. which are in between the two precursor steps,
are necessary for separation of the precursor gases which otherwise could react
homogeneously in the gas phase and form powdery deposits [17].

If the precursors are chosen with these demands in mind, the purge times are
long enough, and when the temperature and pressure in the deposition cham-
ber is correctly chosen, ALD type of growth can be achieved. ALD then has
the advantage of precise thickness control, normally in the nanometer range.
Since ALD is not a line of sight deposition technique, like physical vapour
deposition (PVD), complicated 3D structures may be coated with the same
precision as that of a flat substrate, as illustrated in Figure 1.1. Structures
like pillars, porous material, pores and trenches are therefore not an issue and
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can be conformally coated [36, 105], Paper V. This is illustrated in Figure 3.3
where both a flat surface (a), a porous structure or nano particles (b) and a pil-
lars structure (c) could be deposited with a uniform thickness. A cross section
of one of the pillars is shown in Figure 3.3 where two different materials has
been deposited (example of multilayers is found in Ref. [36] where TiO2 and
Fe2O3 is used).

a) b)

c) d)

Figure 3.3. Schematic picture of how 3D structures enhance the surface area. (a) A flat
surface. (b) Nano particles on a surface. (c) Pillar structured surface. (d) A schematic
image how thin films on a 3D substate can look.

3.1.2 ALD Window
The temperature in the reaction chamber is of paramount importance. Some
ALD processes like trimethylaluminium (TMA)/H2O and TiCl4/H2O possess
ALD growth in large temperature interval [16]. But most of the known ALD
processes have a smaller temperature interval, often limited by the first precur-
sor (step one in Figure 3.1). The temperature interval where a stable growth
per cycle as a function of temperature is achieved is called the ALD-window
and is shown in Figure 3.4. At lower temperature either condensation (higher
adsorption) of the precursor on the substrate can occur, leading to a higher
deposition rate. At lower temperature the reactivity of the precursor may also
be too low, and higher temperatures are needed to increase the reactivity. At
higher temperatures, the deposition rate may increase, due to precursor de-
composition, i.e. the ALD process becomes a CVD process. The deposition
rate can also be smaller at higher temperatures, indicating desorption of the
precursor from the substrate.

The ALD-window is a good tool for investigating the temperature window
of the precursors. The window can, however, be different for precursor com-
binations and can also change between different reaction chambers, with an
identical pair of precursors. The ALD-window can also be absent in some
cases, but ALD growth could still occur, at specific temperatures.
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Figure 3.5. Schematic picture of the chemistry that could occur during the initial
growth in an ALD process. Ideally a straight line is expected, but nucleation can
decrease the growth rate initially. Island growth then gives a higher surface area, and
an increased growth rate is observed. When the islands coalesce, the surface area is
decreased and a stable value of growth rate is obtained. Secondary nucleation could
however occur at a later stage which increases the surface area again, and so forth.

The thickness in ALD is ideally trivially related on the number of cycles.
This is however not the case in many precursor combinations used for ALD
experiments. During the first couple of cycles there is often a problem with
the nucleation on the substrate. This could either have to do with the precursor
or the surface of the substrate. Once stable nuclei are formed on the substrate
a film starts to grow on top of them. This will initially increase the surface
area leading to higher growth rate of the film. As the deposition continue the
nuclei coalesce into a continuous film. After this, a stable value of growth per
cycle (GPC) is achieved. The same phenomena could, however occur at higher
thicknesses. Which implies a form of secondary nucleation which temporary
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increase the surface area. This phenomenon is described with an S-shaped
curve which is shown in Figure 3.5.

3.1.3 Dependence of deposition temperature
The deposition temperature plays a crucial role on the phase content and mi-
crostructure of the deposited material. At a low deposition temperature the
deposited film often turns out to be amorphous. At higher temperatures, films
becomes crystalline, as reaction and mass transport kinetics increase with tem-
perature - higher temperature allow diffusion of atoms and molecules more
efficiently, and the mobility in the film also increase and influence the crys-
tallinity of the deposited film. As discussed previously, the choice of precursor
also determines the temperature interval for the ALD window (Figure 3.4).

Different precursor combinations can be used to obtain the same mate-
rial but at different deposition temperatures. For example the combination
TiCl4/H2O produce crystalline films (Anatase, TiO2) at temperature between
125 - 680 ◦C, whereas TiI4/H2O gives anatase films between 165 - 375 ◦C [16].

The temperature can also influence the phase content of the deposited ma-
terial. With TiCl4/H2O the resulting film of TiO2 becomes amorphous at tem-
peratures below 165 ◦C, between 165 to 350 ◦C the film crystallise into the
anatase phase, whereas above 350 ◦C the rutile phase is deposited [106].

Impurities in the film also changes with deposition temperature, often the
impurities from the decomposition of the precursor decrease with increasing
temperature.

3.1.4 Effect of different substrates
The substrates play a crucial role and strongly influence the growth in ALD.
The substrate need to have suitable adsorption sites to initiate the growth dur-
ing the first cycles. If the surface do not contain any suitable surface sites, no
growth will occur. As described previously, in Section 3.1.1, the growth per
cycle is often smaller during the first cycles, due to nucleation limitations on
the surface. This phenomena often occurs when the substrate and the film is
different, for instance a metal on an oxide or a nitride on an oxide. But also
when depositing oxide on an oxide this phenomena can be observed. One rea-
son for this could be a large difference in the lattice parameters, or if a large
precursor, with large side groups block the surface sites on the substrate.

Usually at least three different possibilities of the initial growth of a thin
films are observed [107]. The three different modes are called: Volmer-Weber
growth, Stranski-Kratsanov growth and Frank-van der Merwe growth. These
are schematically drawn in Figure 3.6. When Volmer-Weber growth is ob-
served islands form on the surface, since the adsorbate-adsorbate interaction
is dominating in the system. The deposited material start to nucleate on the
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surface and islands are then formed. This growth mode is present when the
deposited material are more strongly bound to each other than to the sub-
strate. The Stranski-Krastanov growth mode, starts with forming a monolayer
on the substrate, or a couple of layers. After a few deposited monolayers the
layer growth becomes unfavourable, and islands starts to form on top of the
deposited monolayers. The cause for the island formation could be the lat-
tice parameters, symmetry, or orientation in the monolayers in a way that a
continuing growth into the bulk crystal motif is unfavourable. This results in
a high free energy at the interface which favours island formation. The last
growth mode is the Frank-van der Merwe growth. Here the deposited mate-
rial is more strongly bound to the substrate. Substrate-adsorbate interaction is
stronger than adsorbate-adsorbate. This produces a monolayer on the surface
which continue to grow layer by layer.

Frank-van der MerweVolmer-Weber Stranski-Krastanov

Figure 3.6. An illustration of the three growth mode. left) Volmer-Weber growth, mid-
dle) Frank-van der Merwe growth and right) Stranski-Krastanov growth. The arrows
in the figure illustrates the primary growth direction.

This classification of growth modes do not account for if, and how, crys-
tallinity occurs. As previously discussed the substrate also influences the
growth, e.g. yielding amorphous or crystalline growth. In this case there are
also three different schemes identified in the literature [16]. The first sug-
gest that films start to grow initially as an amorphous film, containing ran-
domly distributed atomic clusters that transitions into crystallites. As the
films continue to grow crystallites grow larger, almost like a wedge in the
amorphous material, growing into larger particles. The particles increase in
size, to the point where neighbouring crystallites come in contact with each
other. From this point on, the film continues to grow as a crystalline mate-
rial. The growth per cycle is fairly constant during this proposed scheme, but
the film would still be mostly amorphous at the interface between the sub-
strate and the film. An example where this is present, is deposition of ZrO2
and HfO2 from alkyl amide precursors (tetrakis(dimethylamido)zirconium and
tetrakis(dimethylamido)hafnium) [108].
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The second proposed scheme is an extension of the first, where the amor-
phous material crystallise more homogeneously, as more cycles is deposited
[16]. These films will be crystalline and like the first scheme a linear growth
per cycle value would be expected. This is similar to an annealing of amor-
phous films to crystalline films, where the crystallinity expands from initial
crystallites to the an crystalline film. This scheme well describes the growth
of TiO2 from TiCl4 and H2O on various substrates [106, 109–111]. The third
and last scheme is similar to the Volmer-Weber growth discussed previously.
The growth starts to nucleate at randomly distributed sites on the substrate.
The growth continues with growth on the deposited material, giving islands as
a result. At the beginning the substrate is therefore not fully covered of the
deposited material. The islands then coalesce into a film, when the islands
grow into each other, and first then forming an uniform film. This scheme is
proposed by Nilsen et al., from calculations [112–115]. This scheme has a
lower GPC compared to an ideal ALD process, and has a similar behaviour as
the s-shaped curve described previously (Figure 3.5).

When crystalline films are deposited by ALD a columnar growth, with dif-
ferent orientation of the grains, is often observed. When fewer chemisorbed
nuclei are present on the surface the grains will be larger, since larger grains
must grow before they can coalesce. Smaller grains are grown if many nu-
clei’s are present. The grains will have different orientations, but it is common
that an enhanced growth direction is present in a polycrystalline material, of-
ten influenced by the substrate. Epitaxial films are also possible to deposit
with ALD, and is strongly influenced of the substrate used, and how the sub-
strate is prepared. One example of epitaxial growth is ALD of NiO (100) or
(111) films deposited on either MgO (100) or α-Al2O3(001) using bis(2,2,6,6-
tertamethyl-3,5-heptanedionato)Ni(II) and water as precursors [116].

3.1.5 Design of ALD reactors used in this thesis
The thin film depositions described in this thesis were carried out in two dif-
ferent ALD reactors. The first reactor was an in-house built hot walled tube
reactor, illustrated in Figure 3.7. The reactor has four furnace zones (indicated
with a-d in Figure 3.7), which could be individually controlled, and monitored
throughout the deposition. The system consist of three quartz tubes with dif-
ferent diameters and lengths, marked with numbers in Figure 3.7. The inner
tube (1) is where the solid precursor is placed and sublimated (zone a). The
temperature and gas flow regulates the amount of the precursor which is evap-
orated at each pulse.

The second quartz tube (2) separates the precursor pulses from each other.
The carrier gas flows continuously throughout the whole process in all the
quartz tubes, except when the second precursor is introduced. The inner tube
then flow in the opposite direction, so called back flow. While the inner tube
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gets another direction of the gas flow, the middle tube maintain a flow direction
of the carrier gas towards the sample holder and prevents the first precursor
from reaching the substrates.

The outer tube (3) contains the sample holder, and here the second precursor
is introduced. As the second precursor often is a gas, or a liquid, the amount
is regulated using pneumatic valves. The sample holder was custom made and
could take up to five samples at the time.

The reaction zone where the ALD growth is obtained is often at a specific
distance from the entrance. This region could be changed with the mass flow
of the incoming carrier gas. This ALD reactor was designed for deposition
temperatures up to 1000 ◦C.

1
2

3

a b c d

Figure 3.7. The hot walled tube reactor used during this thesis. Flow direction is to
the right in the figure.

With this setup it is possible to separate the two precursors which can pre-
vent any CVD growth from a mixture of the precursors (if preferred, this reac-
tor design also permits CVD). The time for each precursor step can be changed
with a computer, that controls the necessary pneumatic valves. From the end
of the outer tube a vacuum pump is connected to regulate the pressure.

The second ALD reactor used in this thesis was a Picosun R-series reactor
[117]. The deposition chamber is shown in Figure 3.8. The Picosun is a hot
wall, top flow reactor with different individual inlets of the precursors into the
deposition chamber. The different inlets are illustrated in Figure 3.8. The car-
rier gas is continuously flowing in all the four inlets during the deposition. A
computer controls the pneumatic valves, precursor temperatures and the tem-
perature of the deposition chamber. Since the setup provides four individual
feed lines, up to four precursors could be used, as well as an extra gaseous pre-
cursor (O2). The precursors are stored in cylindrically formed containers with
heating or cooling possibilities, depending on the precursor used. Since the
system is more compact than a tube reactor, the pulse lengths can be shorter.
Also the distance between the precursors to the deposition chamber is shorter.
The sample stage is shown in Figure 3.8 and can accommodate substrates up
to 4 inches in diameter. Deposition on a large area substrate ca produce a gra-
dient in the thickness of the film, with greater thickness closer to the precursor
inlet. The maximal temperature which could be used in our Picosun reactor
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was around 450 ◦C. The vacuum pump line is beneath the deposition chamber.
More information regarding the Picosun reactor can be found on the company
web page [117].

a) b)

Figure 3.8. Illustration of the deposition chamber in the Picosun. (a) A side view of
the chamber and (b) top view.

3.1.6 Depostion parameters for the deposited films

Titanium dioxide (TiO2)
The TiO2 was deposited in the hot walled tube horizontal flow type reactor
(Figure 3.7) using TiI4 (illustrated in Figure 3.9) and H2O as precursors. The
precursors available for deposition of TiO2 are many, as it is one of the most
common materials deposited with ALD [16]. The TiCl4 is a well suited precur-
sor since it is a liquid at room temperature and have a suitable vapour pressure.
This precursor has been tested in the hot walled tube reactor used in this thesis.
But in some cases it etched the sample, which is not desirable. Therefore the
TiI4 were chosen as the Ti containing precursor. The ALD process using TiI4
and H2O as precursors are published by a few research groups [36, 118, 119].

In this case the deposition parameters had to be optimised, for a 3D struc-
ture as substrate. The synthesis of the Al rods used are described by Perre et

al. in reference [120]. The deposition temperatures was 200 ◦C and 300 ◦C,
since the nano rods otherwise could crack. The evaporation temperature of the
TiI4 was 108 ◦C. Nitrogen (N2) was used as purge gas and the pulse sequence
was 15 - 15 - 15 -15 seconds. The time of each step was set to 15 s due to the
high aspect ratio substrate which can be seen from SEM images in Figure 5.5.
The pressure was 6.7 mbar throughout the depositions.
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Table 3.1. List of precursors reported for ALD synthesis of iron oxides. Abbreavi-

ation: YSZ - yttria-stabilized zirconia, SLG - Soda lime glass, CNT - Carbon nano

tubes, Pt/Rh NW - Platinum or Rhodium nanowires, GS - Glassy carbon, FTO - Flu-

orine doped tin oxide

Iron Precursor Oxygen
Precursor

Substrate Reference

FeCl3 H2O Pt [121]
Fe(acac)3 O2 YSL [122]
Fe(acac)3 O3 CNT, Si, SiO2 [123]
Fe(thd)3 O3 TiO2, Si, Al2O3,

MgO, SLG, Pt/Rh
NW

[124–127]

Fe(Cp)2 O2 Si, Al2O3, TiO2,
ZrO2

[36, 128, 129], Paper
IV

Fe(Cp)2 O3 Al2O3, Si, SiO2 [130–132]
Fe(tBuAMD)2 H2O Si, GS, glass [133]
Fe2(

tBuO)6 H2O Al2O3 [130, 134, 135]
Fe(CO)5 O2 FTO, Si Paper I & II
CpFeC5H4CHN(CH3)2 O3 SiO2, Si [136]
Fe(2,4−C7H11)2 O3, H2O2 Si, FTO, fused Si [137]

Iron oxides
The iron oxides was deposited in both the hot walled tube reactor and in the Pi-
cosun R-series reactor. The investigated precursors used to deposit iron oxide
found in the literature are listed in Table 3.1, together with their references.

Depositions made in the tube reactor used ferrocene (Fe(Cp)2) and O2 as
precursors while in the Picosun both the previously mentioned combination
and iron pentacarbonyl (Fe(CO)5) and O2 were used. The precursors are il-
lustrated in Figure 3.9. The ferrocene were chosen since it is stable at room
temperature which made it easy to handle and to work with.

The sublimation temperature used for ferrocene were different between the
two reactors used. In the tube reactor ferrocene was evaporated at 50◦C,
whereas in the Picosun the temperature were shifted from 120◦C up to 150◦C.
The sublimation temperature for ferrocene had to be increased significantly to
obtain any vapour during the depositions in Picosun. The temperature were
also increased for each deposition. The reason for the higher evaporation tem-
perature of the ferrocene in Picosun is believed to be a consequence of the
experimental setup. The ferrocene was placed in a cylinder and used on the
Picosun a number of times, making the actual ferrocene more densely packed
compared with the tube reactor where new ferrocene was used at each deposi-
tion. This was also evident when the cylinder was taken out for cleaning. The
powder which was put into the cylinder was more or less sintered into a hard
dense body. The amount of ferrocene used in the tube reactor where 1 gram
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at each deposition whereas in the Picosun the container were loaded with 25
grams.

The deposition temperature were varied between 350 ◦C and 400 ◦C in the
tube reactor and 400 ◦C in Picosun, as it has been previously reported that
hematite is the dominating phase at this temperature [93]. This temperature is,
however, in the range where ferrocene starts to decompose [138], so a higher
growth rate than normally achieved by ALD, is suspected. The films has, even
with decomposition of the ferrocene, been reported to give conformal films
with a good repeatability on 3D structures – as shown by Rooth et al. [139]
and Soroka et al. [36].

Depositions were made on Si(100), Quartz in the tube reactor, and TiO2,
Al2O3, and FTO in the Picosun reactor. In the tube reactor the number of
cycles varied between 25-200 with pulse lengths of 4–6–8–6 seconds, at a
pressure of around 4 mbar. The depositions in Picosun had the same number
of cycles applied but with pulse lengths of 1–12–16–12 and a pressure of 3
mbar. All the depositions used N2 as carrier gas. The reason for the longer
pulse lengths in the Picosun were to ensure that enough ferrocene could be
sublimated at each pulse.

Ferrocene (Fe(Cp)2) Iron penta carbonyl (Fe(CO)5) Titanium tetraiodine (TiI4)

Precursors used in this thesis

Figure 3.9. Illustration of the precursors used in this thesis.

The liquid precursor used for depositing iron oxide films were iron penta
carbonyl, Fe(CO)5. The Fe(CO)5, which is a liquid at room temperature, was
placed in a cylindric container and cooled to either 12◦C or 15◦C. This was
to reduce the amount of Fe(CO)5 at each pulse since the vapour pressure is
28 mbar (at 20◦C) [140] which is too high, compared with more frequently
used precursors as TiCl4 which has 12 mbar (at 20◦C) [141] and trimethyl
aluminium (TMA) which has 11.6 mbar (at 20◦C) [142].

During the deposition the Fe(CO)5 decomposed on the way from the pre-
cursor container to the deposition chamber. This was probably caused by the
heating elements of the deposition chamber being too close to the tube where
the Fe(CO)5 was transported into the chamber. The decomposition of the iron
precursor could be reduced by lowering the deposition temperature, but in that
case the iron oxide would most probable be amorphous instead of the desired
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α-Fe2O3 phase. However, the decomposition was observed at temperatures
as low as 100 ◦C. To control and to be able to handle the decomposition of
the Fe(CO)5, a glass tube, was inserted in the stainless steel tube and was
changed after each run. The deposit in the tube was elemental Fe which can
be seen from the XRD pattern in Figure 3.10. Even though decomposition of
the Fe(CO)5 occurred, the two precursors was separated with a purge pulse
in-between. The process is therefore more correctly referred to as a pulsed
chemical vapour deposition (pCVD [143]). Because of these peculiarities with
the Fe(CO)5, a constant growth per cycle was not achieved.

Fe (1
10

)

(2
00

)

Decomposition product

Figure 3.10. Diffraction pattern of the decomposition product from Fe(CO)5. The
ordinate axis’ units are arbitrary.

The deposition parameters was set to 0.1–5–3–5 seconds for each cycle,
with 0.1 seconds for Fe(CO)5, and 3 seconds for O2. The deposition tem-
perature was 300 ◦C and the total pressure 7 mbar. The Fe(CO)5 used were
purchased from Fisher scientific with a purity of 99.5% and the oxygen used
was from an in house supplier with a purity of 99.998%. The carrier gas used
during these experiments were N2, having a purity of 99.999%. As an attempt
to reduce the decomposition of Fe(CO)5, carbon monoxide were also tried as
carrier gas during a set of depositions. The result of these experiments are
described in Section 5.4.
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4. Characterization Techniques and
Experimental Details

This section summarise the analytic techniques used in this thesis. X-ray
diffraction (XRD) and Raman spectroscopy were mainly used for phase de-
termination. Scanning electron microscopy (SEM) were used for visualising
the deposited films and the change in morphology. Transmission electron mi-
croscopy (TEM) were used for evaluating the film, with respect to film con-
formality on 3D substrates. The TEM analysis were performed in collabo-
ration, thus this technique will not be described. X-ray fluorescense (XRFS)
were used together with X-ray reflectivity (XRR) to measure the thickness of
the deposited iron oxide. UV-vis absorption spectroscopy were used for opti-
cal absorption and band gap measurements. Hard X-ray Photoelectron spec-
troscopy (HAXPES)/X-ray photoelectron spectroscopy (XPS) were used for
evaluating the deposited films, regarding their chemical compositions. HAX-
PES were used for analysing possible diffusion from the substrates into the
deposited films. The HAXPES technique is more thoroughly described, as it
is believed that this technique is not as common as the other techniques used
in this thesis.

4.1 X-ray Diffraction (XRD)
X-ray diffraction is a widely used technique to characterise crystalline materi-
als. The technique is routinely used in both industries and in research facilities
to identify polycrystalline bulk material and thin films [144, 145]. XRD can
also give information about particle size, relative crystalline orientation, lattice
parameters and strain or stress in a material. Figure 4.1 illustrates the basics
of an XRD apparatus.

XRD uses the fact that a crystalline material consists of atomic planes which
are spaced with a distance d (Figure 4.1), and can be resolved into many char-
acteristic distances between lattice planes in the material, each with a different
d-value, illustrated in Figure 4.2 c). To denote planes, Miller indices are used.
A set of lattice planes can be indexed with the Miller indices h, k and l. With
the meaning a/h, a/k and a/l, where a is the unit cell’s edge. This specifies the
point of intersection of the lattice planes with the unit cell edges.

The distance between two planes is given by spacing, dhkl , with hkl referring
to the Miller indices. For a cubic lattice the inter planar distance depends on
the unit cell edge, a, and the Miller indices according to:
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Figure 4.1. a) Basic features of a typical XRD experiment. b) is a magnification of
a) illustrating the incoming angle(θ ), distance between the lattice planes (d) and the
measured angle in XRD (2θ ).

dhkl = a/
√

h2 + k2+ l2 (4.1)

When there is constructive interference from the incidence X-rays scattered
by the planes in a crystal, a diffraction peak is observed at a specific angle (θ ).
The angle for constructive interference from planes with a d-value is given by
Bragg’s Law [6]:

λ = 2dhklsinθhkl (4.2)

where λ is the wavelength of the incoming X-rays. To be able to measure
the diffracted beam the detector must be positioned in the angle 2θ , indicated
in Figure 4.1 b). The crystal also has to be oriented so the surface normal to
the plane is coplanar with the incident and the diffracted X-rays. So the angle
between the diffracting plane and the incident X-ray is equal to the Bragg
angle θhkl . The Bragg angle is defined as the angle where the peak with the
maximum intensity is observed.

Lower incidence angle Higher incidence angle

d1

d2
d3

a) b) c)

Figure 4.2. a) and b) GIXRD illustration of how the incidence angle penetrate dif-
ferent depths in sample. The left figure has a lower incidence angle, making it more
surface sensitive, comparing with the right illustration with a higher incidence angle.
c) Several lattice planes and their d-spacing in a cubic structure.

For thin films, grazing incidence XRD (GIXRD) is a useful method [146].
With a low incoming angle of the incidence X-ray maximises the diffraction
of the thin film and minimises the background. This is illustrated in Figure
4.2 a) and b), where a) has a lower incidence angle and thereby measure a
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larger portion of the thin film than when a higher angle is used, as illustrated
in b). GIXRD has been used to characterise films down to one monolayer.
In GIXRD the incident angle is small, typically between 0.5◦ to 1◦, and also
the angular range used in this thesis. The X-rays then penetrate the top of the
sample, the depth is strongly depending on the incidence angle used.

The other XRD setup used during this thesis is the locked couple (Bragg
Brentano) geometry [146]. In this setup the incident angle and the angle to
the detector is the same, as shown in Figure 4.1 a). Compared with GIXRD
where the incidence angle is the same throughout the experiment, and the
angle to the detector is ramped, the sample in a Bragg Brentano geometry is
fixed, whereas the angle θ , is in this case shifted for both the incidence and the
diffraction angle. With the locked couple geometry only lattice planes parallel
to the surface give rise to diffraction. The locked couple (θ − 2θ ) scans are
extensively used for the investigation of polycrystalline materials.

In this thesis both GIXRD and locked couple (θ − 2θ ) were used. The
GIXRD was performed on a D5000 Siemens instrument and the θ − 2θ was
measured on both the D5000 Siemens but also on a Bruker D8 Advance. In all
measurements Cu Kα1 (λ = 1.54 Å, h̄ω = 8047.8 eV) radiation were used. An

Hematite: PDF card 33-0664

Maghemite: PDF card 39-1346

Magnetite: PDF card 19-629

Figure 4.3. XRD patterns of hematite, maghemite and magnetite. Showing the simi-
larities between the three polycrystalline iron oxides.

example of an XRD pattern is shown in Figure 4.3. Where reference data (PDF
cards) has been used to illustrate the similarity of certain lattice distances in
hematite, maghemite and magnetite. The similarities are described further in
Section 2.2.1. The most intense peaks (at about 2Θ = 36◦) of maghemite and
magnetite have a very small shift, due to the fact that they both have a cubic
unit cell with the only difference that the Fe ions is located in different sites.
At almost the same position, hematite has its second most intense reflection.
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In a thin film of an iron oxide it could therefore be difficult to determine which
phase is present, only using XRD.

4.2 X-ray Fluorescense (XRFS)
X-ray fluorescence is a nondestructive technique used primarily for elemental
analysis [147, 148]. The sample is irradiated with X-rays with a fixed wave-
length, which cause the sample to emit characteristic X-rays. The process is
illustrated in Figure 4.6. Briefly, an X-ray with high enough energy knocks
out an inner shell electron, resulting in a readjustment with an electron from
an outer shell filling the vacancy in the inner shell. Simultaneously, a char-
acteristic X-ray is emitted. The energy is dependent of the energy difference
between the binding energies of the outer and the inner shell. This makes the
technique element specific, since the energy differences in atoms are charac-
teristic for each element. Almost the whole periodic system can be measured
using XRF, from beryllium up to uranium, with a sensitivity of a few parts
per million. An XRF system could differ in the setup but an X-ray source, a
crystal spectrometer and a detector are the crucial parts.

As discussed, the X-rays need to have greater energy than the binding en-
ergy of the inner shell electron (for the inner shell photoionisation to occur).
However, if the energy is too high many photons will simply pass through the
substrate, only a few electrons will be knocked out since the cross section for
photoionisation will be low. If the energy of the incoming X-rays lies closer
to the binding energy of the sample’s K-shell electrons, the fluorescence yield
will increase. The highest yield is reached when the incoming energy lies just
above the binding energy of the electron. If the energy is to low, no fluores-
cence will be observed.

Due to the fact that the incoming energy should be close to the binding
energy a secondary target is used. The X-ray source then emits fluorescence
from a target with photon energy slightly above the ionisation energy threshold
of the sample. The penetration depth in XRF depends on the energy of the
incoming X-ray’s, but often the information depth is in the µm range.

When an inner core electron is knocked out two processes could occur,
as illustrated in Figure 4.6. The probability of either that an Auger electron is
emitted or an X-ray is strongly dependent on the atomic number of the material
analysed. In Figure 4.4 it is seen that the X-ray yield increases with the atomic
number (Z) [149]. When analysing a low Z element the probability is therefore
larger that an Auger electron is emitted than that an X-ray. Therefore oxygen
in Fe2O3 is difficult to measure as it produces almost no X-rays.

Except the information of which elements that are present in the film, XRF
could also be used for quantitative measurements. The intensity of the emitted
X-rays is proportional to the number of specific atoms present in the sample.
To be able to do quantitative measurements a stable system has to be used.
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Figure 4.4. Illustration of how the X-ray yield changes with atomic number. Lower
atomic number provides more contribution of Auger electrons, whereas higher Z pro-
vides more fluorescence.

The measured area and the sample position has to remain the same throughout
the experiment.

The XRF equipment used in this thesis were a Epsilon 5, from PANalytical.
A germanium target were used as it has a binding close to the energy of iron.
For determining the thickness the Fe Kα1 peak was used. The XRF signal was
together with the XRR measurements calibrated from iron oxide deposited on
Si(100) substrates (the calibration curve can be found in the supplementary
information in Paper I). This calibration curve were used for all substrates.
Some of the substrates used in this thesis had more surface roughness than
the Si calibration. The thicknesses are therefore in some cases slightly over-
estimated. The roughness of the samples were still in the nm range, so the
overestimation is believed to be small.

4.3 Raman Spectroscopy
Raman spectroscopy is a powerful tool for determining the phase of crystalline
materials as well as characterising amorphous and molecular materials. In
materials, the system vibrate with frequencies determined from the mass of the
atoms and their bonds [150–152]. A large advantage with Raman spectroscopy
is that the measurement, can be performed in air, and it is in most cases a non-
destructive technique.

The experimental setup consist of an intense monochromatic light (Laser)
beam, which interact with the sample. The electric field from the incoming
light beam distorts the electron cloud in the structure, and stores it is energy
for a short while. When the field is reversed, as the wave passes, the structure
returns towards equilibrium, and the stored energy can be reemitted as pho-
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tons. Most of the incoming radiation is reradiated at the same frequency as
the incoming, this is known as elastic or Rayleigh scattering. A small portion
of the absorbed energy excites or deexcites vibrational modes in the struc-
ture, and the reemitted photon is inelastically scattered, i.e. it has not the same
energy as the incoming photon. A prerequisite for the vibration to be Ra-
man active is that the polarisability of the electron cloud change during the
vibration. This gives rise to Raman bands which can be measured with a pho-
todetector. As discussed above, the Raman bands depends on the atoms and
bonds in a material, and the Raman spectrum measured is therefore different
for different materials. An example are the iron oxides α-Fe2O3 and γ-Fe2O3,
which has the same structural formula but different crystal structures. The two
Raman spectra are completely different where α-Fe2O3 has Raman bands at
225, 247, 293, 299, 423, 498 and 613 cm-1 and γ-Fe2O3 have broad bands at
350, 500 and 700 cm-1. The difference is evident in Figure 5.15, as well in the
supplementary information in Paper VIII.

The Raman instrument used in this thesis was a Renishaw micro Raman
system using the 532 nm (green) line of an argon ion laser.

4.4 Scanning Electron Microscopy (SEM)
Scanning electron microscopy is a very common technique for visualising the
morphology of a surface. With SEM one gets a higher magnification and a
larger depth of field compared to an optical microscope. An optical micro-
scope has a resolution limitation according to Rayleigh’s criteria [153], which
gives us the information of the smallest objects which could be resolved ac-
cording to:

δ = 0.61λ/µ sinβ (4.3)

where the wavelength (λ ) of visible light is the limiting factor in an optical
microscope (µ is index of refraction and β half angle of the maximum cone
of light entering the lens). Since the wavelengths used is in the visible range
the maximal resolution is around 300 nm (with blue light), Figure 4.10. When
using an electron microscope, smaller wavelengths are reached. The resolu-
tion in an electron microscope is in practice limited by other factors, e.g. the
aberration in the electron lens system. The wavelength of electrons is related
to their momentum p (according to the relation given by de Broglie, λ = h/p

[154]), and thus depends on their energy (with E in eV) as λ ≈ 1.33/
√

E. The
resolution in a SEM is therefore theoretically, below 1 Å.

A typical SEM consists of an electron gun, anode, condensor lenses, ob-
jective lens, scanning coil, and an detector. The sample is under vacuum to
elongate the mean free path of the out-coming electrons (as is done in electron
spectroscopy experiments, as described below). As the technique is based on
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electrons hitting the sample, a conducting material is preferred as it can trans-
port the electrons down to the sample plate and avoid charging of the surface.

A SEM uses electron for visualising the surface of a sample. The electrons
could either undergo inelastic scattering of elastic scattering. Elastic scatter-
ing implies that the incoming electron have been scattered without energy loss
(but may change direction), by the nucleus of an atom. This is referred to as
back scattered electrons, and have an energy close to the accelerating voltage.
An inelastically scattered electron, lose some energy due to interactions or col-
lisions in the sample, and therefore has lower energy than elastically scattered
electrons. Due to the loss of energy the information depth for the inelastic
scattered electron is smaller than the elastic scattered electrons.

The number of back scattered electrons increases with the atomic number of
the atoms, akin to Rutherford scattering. This means that high atomic numbers
appears brighter than a low atomic number [155], i.e. contrast do not only
depend on topography. This is in some way an built in contrast that origins by
the elemental differencies. The detector is often placed above the sample, as a
"donut" with the incoming electron beam in the middle.

The advantage of using the inelastically scattered electron (secondary elec-
trons) is that they give better information of the surface structure. Because
of the low energy of the secondary electrons, often below 50 eV [155], the
detector attract them using an electrically biased grid (positively charged).
The brightness in the pictures origins from the amount of secondary electrons
which hits the detector, less electrons gives a darker image.

The SEM used in this thesis were both a Zeiss 1550 and a Zeiss Merlin.
The acceleration voltage were between 2-3 kV and the working distance were
normally set in between 2-6 mm. The samples visualised using SEM had some
surface structure, so even if a higher magnification than 200000 were possible,
this was enough to obtain the wanted information. For an easier comparison
between the images, the magnification was fixed within a figure in this thesis.

4.5 X-ray Photoelectron Spectroscopy (XPS) and Hard
X-ray Photoelectron Spectroscopy (HAXPES)

Photoelectron spectroscopy (PES) is based on the photoelectric effect. The
photoelectric effect is when negative particles are emitted from a surface which
is exposed to light. This was observed by J.J Thompson in 1899. In 1886
Henirich Hertz discovered that electromagnetic radiation could be used to
ionise atoms, but he did not offer any explanation of why this phenomena
occurred [156]. In 1902, P. von Lenard observed that the emitted particles
kinetic energy did depend on the frequency (color) of the light and not the
intensity. The ionisation was described by the absorption of a "light quan-
tum" and that different materials had different onset frequencies for electron
emission. The incoming energy had to be large enough to overcome the first
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ionisation potential of the material [157]. Einstein formulated the equation,
which explained the photoelectric effect.

Ekin = h̄ω −φ (4.4)

Where Ekin is the kinetic energy of the photoelectron and is related to the
frequency of the light and the work needed for the electron to escape from
the material. h̄ is Planck’s constant divided by 2π , ω (ω=2π f ) is the angular
frequency of the light and φ is the work function.

In PES the kinetic energy of an ejected electron is analysed, and from the
fundamental energy conversion equation, in photoemission the binding energy
can then be calculated[158].

EB = h̄ω −φ −Ekin (4.5)

Where EB is the binding energy, h̄ω the incoming energy, φ the work func-
tion and Ekin the measured kinetic energy of the electron. The work function
for a solid is defined to be the energy separation between the vacuum level and
the Fermi level of the measured sample. When the sample is a conductor, ther-
modynamic equilibrium between the sample and spectrometer requires that
the Fermi levels, or electron chemical potentials should be equal. The com-
mon convention for the electron binding energy scale is to place its zero at the
Fermi level.

The PES technique uses the fact that each element have specific energy
levels. In this way it is possible to separate one element from another. Core
level photo electron spectroscopy also gives information about the chemical
state of the elements in the system, via the chemical shift – discovered by
K. Siegbahn and co-workers [159]. Different valence contributions (covalent
bonds etc.) gives a perturbation of the core level binding energies: this is
called the chemical shift in X-ray photoelectron spectroscopy (XPS). In an
qualitative way one may use the electronegativity of the other atom to predict
if the chemical shift is positive or negative. This is an approximation which
is not always valid, but may serve as a starting point. For instance, oxygen
remove electron-density from e.g. Sn. The electrons in the Sn core levels then
experience less screening of the nuclear charge than it normally does in a pure
Sn environment. The core electrons of Sn in SnO2 should then be bound harder
to the nucleus due to the increased attraction from the Sn nuclear charge. This
effect shifts toward higher binding energy, and can be seen in Figure 5.2. If
the "ligand" is electropositive the added electron density induce a shift towards
lower binding energies.

The PES experiments are conducted in vacuum, which increase the mean
free path of the electrons, which reduces the possibility for the emitted pho-
toelectron to scatter on the way to the detector. PES can be used to analyse
the energy levels in atoms in gases, in liquids or in solids. During each exper-
iment electrons are emitted from the measured sample. For gases and liquids
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this is not a problem since the they are continuously renewed. When measur-
ing on a solid, electrons has to be transported to the measured solid, so it will
stay neutral. This demands that the sample has a good conductivity, otherwise
charging of the sample could occur, resulting in a shift of the binding energy.
If the sample is not conducting, an electron gun could be used to neutralise the
sample.

binding energy kinetic energy

core 

level

valence

band

Figure 4.5. An illustration of an atom (to
the left) and the corresponding XPS spec-
trum (to the right). [160].

As described by Equation 4.5 for
a certain photon energy, lower ki-
netic energy of the emitted photo-
electrons gives a higher binding en-
ergy. In PES the amount of the
emitted photoelectrons are counted
as a function of kinetic energy. Ev-
ery atomic level therefore give rise
to a peak in the measured spec-
trum. As seen in Figure 4.5 where
both the binding and kinetic energy
is indicated on the x-axis. Quan-
titative information could be deter-
mined, since the peak area is dependent on the number of emitted photoelec-
trons at a specific binding energy. Quantitative information is easier to obtain
from a core level spectrum – valence levels needs a theoretical model to be
evaluated.

Core level spectra interpretation

Except the intensity at different binding energies, a measured spectra also have
photoelectrons which are inelastically scattered which is referred to as the
background of the measurement. An example of this can be seen in Figure
5.1. The phenomena where the background rise after measuring a certain core
level can be modelled with a Shirley type background [161].

In the previously described figure the main peaks for the Sn core levels
is from an ionised atom in the ground state, shown in Figure 4.6. It is also
possible that the resulting ion is in an excited state, where the photoelectron
excite valence electrons. When this occur the photoelectron will reduce in
kinetic energy resulting in a shake up at the higher binding energy side of the
core level measured. The difference between the shake up and the main core
level peak strongly depend on the sample measured.

When the photon energy is chosen so a core hole is created, the hole is
filled with an electron from an energy level above the core hole and an Auger
electron can be emitted. The Auger electron comes from an outer energy level,
shown in Figure 4.6, and the kinetic energy is the difference between the initial
ion and the double charged ion. Therefore the Auger electrons have a constant
kinetic energy and the photoelectrons have a constant binding energy when
the photon energy is varied.
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Figure 4.6. The creation of a photoelectron and a core hole (left) and subsequent core
hole decay through emission of an Auger electron (middle) or a photon (right).

Spin-orbit coupling

The core levels measured with PES are indicated using the main atomic quan-
tum numbers (n = 1,2,3...) and the angular momentum quantum number (ℓ=
0,1,2,3, . . . i.e. s, p,d, f , . . . ) of the energy level whether the photo electron
origins. The splitting of a peak in two components, for example Fe 2p which
both has an Fe 2p3/2 and an Fe 2p1/2 component that arise from the coupling
of the orbital and spin angular momentum. The splitting is observed for all
levels, except s-states, associated with the two possible states of the quantum
number j ( j = ℓ± s, with s =±1/2) [162]. The intensity change between the
two spin orbit components is dependent on the degeneracy of the state.

Chemical shift

The electrons in the material are only emitted if the incoming photons have
energies larger than the electron binding energies. The binding energy of an
electron is specific for each element/orbital and makes it possible to measure
specific element with PES. Materials also have unique electronic structures
and could therefore be used to obtain information at the atomic level. The
binding energy is also influenced by the chemical bonding in which the ele-
ment participates. This makes it possible to separate the binding energy be-
tween pure metal-metal bonding, metal-oxide, metal-sulfur, metal-nitrogen for
example. This is valid as long as the resolution is high enough for separation.
In an experiment the emitted electrons are counted in a chosen energy range.
This give rise to the intensity versus binding energy curve.

The resulting broadening for a peak in an experiment consist in the simplest
case of a Gaussian and Lorentzian contribution. The Gaussian part comes from
the used instrument and other experimental conditions, while the Lorentzian
part is specific to what binding energy and what material which is analysed. It
also depends on the life time of the singly ionised state.

The line shape therefore have two symmetric contributions and can be mod-
elled by a convolution of both, this is called a Voigt function.

In metals the ejection of the photoelectron may excite electrons in the par-
tially filled uppermost band, the photoelectron then loose some energy, this
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gives an asymmetric line shape on the higher binding energy side. This is
described by Doniach-Šunjić’s line shape [163].

In insulators and semiconductors asymmetric line shapes may also arise
if Auger electrons interact with the photoelectrons, so called post collision
interaction (PCI) (see e.g. [164] and references therein). This process give rise
to loss of kinetic energy of the photoelectron, and an increase in energy for the
Auger electron, if the photoelectron’s kinetic energy is smaller than the Auger
electron’s from the outset. The amount of PCI is thus highly photoenergy
dependent, in contrast to the asymmetry occurring in line shapes of metallic
systems. In a metal the change of the cationic state between photo and Auger
electrons emitted is effectively screened which diminish the PCI-effect.

The cross section value reflects the probability that incident photons cause
ionisation from a core level of a specific element and are therefore dependant
on what energy the incoming photons possess. Cross section values are mea-
sured or calculated from theory and could be found in literature, or in several
databases [165, 166].

Information depth

The intensity in PES depends of the information depth from where electrons
can escape. This is linked to the electron mean free path in the material stud-
ied, defined as the average distance an electron can travel in a material without
any energy loss. The intensity of the emitted electrons decay is a function
of the distance d that the electron has to travel. This decay follows the Beer
Lambert law:

I(d) = I0e(−d/λ sin(θ)) (4.6)

I0 is the intensity of the electron at the depth d, λ is the inelastic mean free
path for the measured element, θ is the angle between the sample surface and
the emitted electron, Figure 4.7 a)-c).
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Figure 4.7. a) Illustration of the sample holder used in the HAXPES measurements
during this thesis. b) Normal emission mode, 90◦ between the samples surface and the
detector. c) illustration of how the information depth decrease when the angle between
the detector and the surface of the substrate is smaller than 90◦. d) Intensity of the
emitted electrons as a function of depth of the analysis. Valid in normal emission.
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The ratio of I(d)/I0 could be seen as the probability that a photoelectron
emitted from the depth d, escapes without any inelastic energy loss. When
the angle between the surface and the outgoing photoelectrons are 90◦ it is
called normal emission. In Figure 4.7 d) the relation between I(d)/I0 and the
inelastic mean free path is plotted. As seen in the figure, 95% of the intensity
are emitted from depths between 0 and 3λ . This is valid for normal emission
and for a homogeneous material. In this thesis, normal emission was chosen
during the HAXPES measurements, whereas an angle of 45◦ were used during
the measurements with Al Kα radiation at the in-house XPS experiments.

The inelastic mean free path depends on the kinetic energy of the emitted
photoelectron. This will therefore be different for all elements, and core levels
of an element. This dependence is usually given from the universal curve,
Figure 4.8. There are models proposed in literature [167, 168], which infer
that a common curve is not valid for all systems, and a difference exist between
inorganic/organic materials, as well as single elements/molecules. The curve
is still a practical tool, giving an indication of the inelastic mean free path for
the photoelectrons at a specific kinetic energy. And the curve always have
the same qualitative appearance, where the inelastic mean free path increases
monotonically with kinetic energy after around 50 eV.

1

1

10

10

100

100

1000 10 000

1000

10 000

In
e

la
s
ti
c
 m

e
a

n
 f
re

e
 p

a
th

 [
n

m
]

Electron kinetic energy [eV]

Figure 4.8. The inelastic mean free path of the photoelectrons, for inorganic material
vs. kinetic energy [167]. Note that both axes are logarithmic.

The incoming photons penetrate a large volume of the sample (photons
are considered, at the energies considered, to have a mean free path in the
µ range), and the limiting factor for the intensity is the inelastic mean free
path of the emitted photoelectrons. When using Al Kα radiation the maxi-
mal information depth is reached at 1487 eV in electron kinetic energy. This
corresponds to less than 10 nm in information depth for normal emission. At
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Table 4.1. The analysing depth (information depth) in the three iron oxides α-Fe2O3,

γ-Fe2O3 and Fe3O4 at the photon energies used during this thesis [169]. The inelastic

mean free path (λ ) is the value in the parenthesis, whereas the information depth, 3λ ,

is the actual depth where 95% of the intensity comes from. 90◦ corresponds to normal

emission.

Photon energy (eV) α-Fe2O3 γ-Fe2O3 Fe3O4
1487 (45◦) 5.7 nm (1.9 nm) 5.9 nm (2.0 nm) 5.7 nm (1.9 nm)
1487 (90◦) 8.1 nm (2.7 nm) 8.3 nm (2.8 nm) 8.1 nm (2.7 nm)
2005 (90◦) 10.3 nm (3.4 nm) 10.5 nm (3.5 nm) 10.2 nm (3.4 nm)
3000 (90◦) 14.2 nm (4.7 nm) 14.5 nm(4.8 nm) 14.2 nm (4.7 nm)
6015 (90◦) 25.2 nm (8.4 nm) 25.8 nm (8.6 nm) 25.2 nm (8.4 nm)

45 ◦ the information depth is less compared to normal emission, illustrated in
Figure 4.7 c).

In Table 4.1 the information depths for three iron oxides are compared, cal-
culated with the TPPM-2M formula [169] using the Quases software, Quases-
IMFP-TPP2M [170]. They are quite similar compared with each other but
when the kinetic energy is changed the difference in the information depth is
visible. As the information depth for Al Kα is less than 10 nm this technique
is very surface sensitive. At higher kinetic energy, the measured intensity in-
clude information from distances further into the film. The technique then
becomes more bulk sensitive because the relative contribution from the sur-
face becomes smaller.

4.6 Synchrotron radiation
Photoelectron spectroscopy requires X-rays with a defined photon energy.
This could be achieved by an X-ray tube giving a fixed photon energy, i.e. Al
Kα = 1487 eV or Mg Kα = 1254 eV. Or light emitted from a synchrotron
source, which use accelerated electrons. In a synchrotron the light is polarised,
tunable, has a high brilliance and can thus be focused to a narrow beam. In
this thesis photoelectron spectra were measured with both Al Kα radiation,
and with X-rays from a synchrotron facility.

An illustration of a synchrotron facility is shown in Figure 4.9. The prin-
ciple for a synchrotron is that charged particles, typically electrons, emit ra-
diation when they are accelerated [171]. In a synchrotron storage ring this
is achieved by accelerating the electron in a circular path at relativistic speed.
The electrons are produced by an electron gun, where a cathode is heated, lead-
ing to an electron cloud. The electrons are then transported using an electric
field to a linear accelerator, which accelerate the electrons to higher energies.
A booster (Figure 4.9, 2) is then used to increase the energy even further. In
the booster the electrons can reach up to several MeV, or even a couple of
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GeV’s. At this point the electrons are almost at the speed of light. After the
booster they are injected in the storage ring.

Figure 4.9. A schematic illustration of the main parts of a synchrotron. 1) electron
gun, 2) synchrotron booster, 3) the storage ring with bending magnets and undula-
tors/wigglers, 4) outgoing light from the synchrotron, 5) end station where the exper-
imental setup is placed.

In the storage ring (Figure 4.9, 3), which is almost circular, there are mag-
nets which bend the electron beam. When the electrons are accelerated they
emit radiation. This is the most simple way to produce synchrotron radiation
[172]. The linear acceleration of electrons is also less efficient [173].

The produced radiation contains a wide spectrum of energies, from IR to
hard X-rays, shown in Figure 4.10. The more the electrons are accelerated,
the higher the photon energy. When the electrons are in the storage ring they
need to travel in an almost circular orbit. If the magnets used are too strong
or to weak, the electrons will be bent out of the orbit. If magnets are used in
series, the electrons can stay on the path of the storage ring. A consequence
which occurs when the array of magnets is used is that the brilliance of the
light increases, which leads to a high intensity in a small spot. The array
of magnets used is called an undulator or a wiggler [174, 175]. They are
located in straight sections in the storage ring, between the bending magnets.
The difference between an undulator and a wiggler is that in the undulator
the electron beam are being bent multiple times and do not deviate too much
from the circular orbit and emitted light may interfere positively [172], which
results in higher brilliance. A wiggler can use stronger magnets and thereby
produce more energetic photons.

The photon energy of the emitted light is not only dependant on the acceler-
ation of the electrons but also on the speed, or energy of the electrons present
in the storage ring [174]. Higher photon energy thereby requires higher energy
(speed) of the electrons. To maintain the electrons in a circular path at high
energies, strong magnetic fields are required, or a large diameter of the storage
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Figure 4.10. Illustration of how the electromagnetic spectrum is related to photon
energies (eV) and wavelengths (nm) [176].

ring. The storage ring used for the experiments discussed here has energies of
3 GeV (HZB/Bessy).

The emitted light from the storage ring then passes through a beam line,
indicated by the number 4 in Figure 4.9. Before it hits the sample it passes
through a monochromator, slits and mirrors that focus the beam on the sam-
ple and define the photon energy. A crystal monochromator were used as it is
suited for higher energies, at lower photon energy a grating monochromator
is better suited. One definition of hard X-rays is when the grating monochro-
mator no longer works, which occurs at energies above 2000 eV [177]. When
hard X-rays are used the photon energy is tuned by using the Bragg reflections
in a single crystal. An HAXPES beam line often operated between 2 and 10
keV where the upper limit is set by the maximal voltages in the photo detec-
tion spectrometer’s hemisphere. At the end of the beam line the experimental
setup is placed. In the measurements the HIKE end station [178, 179] at beam
line KMC-1 were used [180]. An illustration of the end station used is shown
in Figure 4.11.

Before the photoelectrons reach the end station they pass the monochro-
mator. At this end station a crystal monochromator equipped with Si(111),
Si(311) and Si(422) is used. The three different crystals are suited for a spe-
cific photon energy range, and can give photon energies between 2 - 12 keV.
The light comes into the analysing chamber and hit the sample at a grazing
incidence angle. The spectrometer is positioned so the surface normal of the
sample is close to 90◦ (normal emission). This setup makes the technique more
bulk sensitive, compared to an instrument where the spectrometer is placed in
an angle below 90◦. This can also be seen in Figure 4.7. The samples are
introduced into a loading chamber, separated from the analysing chamber, and
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Figure 4.11. A figure showing the HIKE end station at KMC-1 at BESSY II [178].

then transported into the analysing chamber under vacuum. At this end station
it is also possible to do experiments at elevated temperatures, and sputtering
with Ar+ ions. The manipulator in Figure 4.11 is used to position the sample.

The electron energy analyser used for the photoelectron spectroscopy ex-
periments were a hemispherical Scienta R4000 10 keV spectrometer, config-
ured to be able to measure high kinetic energy photons [181]. The detector
is illustrated in Figure 4.12 a). The hemispherical electron energy analyser is
based on two hemispherical electrodes, where the photoelectrons pass in be-
tween them, the trajectory of the photoelectrons is dependent on their kinetic
energy. If the kinetic energy is to high or too low, the photoelectrons will
end up in either the inner or outer hemisphere, illustrated with a cross section
of the hemisphere in Figure 4.12 b). In the bottom (Figure 4.12 a) after the
photoelectrons pass the hemisphere a detector is placed. The detector in the
Scienta R4000 is a multichannel detector. Only the electrons with the kinetic
energy close to the one following the radius of the central trajectory (i.e. hence
the so called pass energy, Ep) between the hemispheres will hit the detector. A
system of electrostatic lenses are placed before the hemisphere to either accel-
erate or retard the electron emitted from the sample. So that the kinetic energy
of electrons with a certain energy can pass through the hemisphere and hit
the detector. The pass energy, the entrance slit width (s) and the radius of the
analyser (r0) determines the resolution of the the spectrometer, see Equation
4.7. At each measurement made, the pass energy is set to a specific value, but
the voltages for the lenses used for retardation or acceleration is changed in
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order to scan over all possible kinetic energies. Equation 4.7 explains why dif-
ferent pass energies are used on different instruments, to compensate for that
the radius of the analyser could change between spectrometers – if the resolu-
tion is to remain constant. For each measured energy the detector counts the
electrons which results in the measured spectra.

∆E = Ep

s

2r0
(4.7)
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Figure 4.12. A hemispherical spectrometer of type Scienta R4000 10keV. The electron
passes through a system of electrostatic lenses and the hemisphere before hitting the
detector. a) Hemispherical spectrometer parts, b) Cross section of the hemisphere.
Figure courtesy of VG Scienta AB.

4.6.1 Measurements with hard X-rays
During this thesis the HIKE (High Kinetic Energy electron spectroscopy) end
station at beamline KMC-1 at Bessy II, Helmholtz Zentrum in Berlin was
used [182, 183]. A double crystal monochromator were equipped with three
crystal, Si (111), Si (422) and Si (311). In this thesis the Si (111) crystal
were used because it gave us the best resolution at 2005 eV and 3000 eV. The
measurements at 6015 eV were done with the same crystal but with the third
order of light. The beam passed through a capillary resulting in a spot size
on the measured sample of around 100 µm. The pressure in the analysing
chamber was below 10-8 mbar and the pass energy was 200 eV. The analyser
used was a Scienta R4000 with a 200 mm mean radius and optimised for high
kinetic energies, up to 10 keV (Figure 4.12 a). The HIKE regime is general in
the range of 2-12 keV in kinetic energy.

4.6.2 Experimental details for reference measurements of Sn,
SnS, SnO, SnO2, Fe2O3 and FeO.

The HAXPES measurements were performed at Bessy II using the KMC-1
beam line, described in Section 4.6.1. Photon energies used were 2005 eV and

53



3000 eV, the latter photon energy were used on all the Sn core levels, whereas
2005 were used for obtaining relative intensity difference between the two
photon energies used.

The recorded spectra were calibrated using a gold standard with the knowl-
edge that Au 4 f7/2 is located at 84.00 eV [167]. The Lorentzian life-time
width of the Au 4 f core level used in the least square fit are found in reference
[184]. All measurements were recorded in normal emission in the transmis-
sion mode of the analyser. Recoil effects of the photoelectrons are neglected,
owing to the comparatively large mass of the Sn atom [185].

For an easier interpretation of the HAXPES measurements on diffused Sn
and characterisation of the iron oxides, reference measurements were per-
formed. The samples measured were metallic tin (Sn), SnS, SnO and SnO2
to determine their position mainly regarding the Sn 3d and Sn 3p regions.
But also for most of the core levels available when using 3000 eV in photon
energy.

The powders used were fine grind and attached on a carbon tape to ensure
good contact before introduced into the analysing chamber. The elemental tin
sample was a foil and cut into a suitable size and mounted on carbon tape.
For Sn and SnS, sputtering were necessary to get rid of surface oxides. The
Ar+ ion sputtering parameters used for both these samples were 1 kV for 20
minutes.

The resulting binding energies were obtained from a least squares fit to the
data using Voigt functions. For elemental Sn, Doniach-Šunjić’s line shape
was used [163], as it is a metal. A constant background and a Shirley-type
background were used in all the fitting of the data [161]. The SPANCF macro
package (E. Kukk) were used to carry out the least squares curve fitting.

Sn, SnS, SnO, SnO2

The samples prepared for the reference measurements were purchased from
either Alfa Aesar or Sigma Aldrich. The manufacturer and purities are sum-
marised in Table 4.2. The purities of the powder samples (SnO, SnS and SnO2)
were also checked using XRD (Paper VI). The samples showed very high pu-
rity due to no other, or very weak peaks from other compounds were visible.
This does not exclude any amorphous contribution to the samples, but is a
good indication that the purity is high enough for using as references.

Table 4.2. Supplier and purities of the measured samples.

Compound Purity Supplier
Sn 99.9985% Alfa Aesar

SnO2 99.9% Alfa Aesar
SnO 99.99% Aldrich
SnS 99.99% Aldrich
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Fe2O3 and FeO

Single crystalline FeO(100) and Fe2O3(0001) were used for reference mea-
surements of the Fe 2p and O 1s regions. The single crystalline iron oxides
were purchased from MaTeck. The samples were mounted with metal clips
on the sample holder and no charging were observed from the measurements,
evident from the constant energy difference between the Fe 2p and the Au 4 f

reference, used for calibration. The photon energy used during the measure-
ments on FeO and Fe2O3 was 3000 eV.

4.7 UV-Visible spectroscopy / Optical absorption
spectroscopy

The optical absorption was measured using UV-visible spectrometry. The
technique measures the light absorption as a function of wavelength and could
give information regarding the electronic transitions occurring in the analysed
material. The portion of transmitted light for each wavelength is described by
Beer-Lambert’s law:

A = εcl =− log10(I/I0) (4.8)

where A is the absorption in the analysed material, ε is the molar absorp-
tivity coefficient of the material, c is the concentration of the species absorbed
and l is the length of light through the sample. I0 is the incident intensity of
the light and I is the dependant on the pathlength of light in the sample.

The absorbance could be normalised to the path length (l) of the light
through the analysed film (i.e. the film thickness, the substrate are excluded),
to obtain the absorption coefficient α [186], via Equation 4.9.

α(cm-1) = ln(10)∗A/l(cm) (4.9)

For semiconductors this technique can be used to obtain optical band gaps,
since it probes the transitions between the conduction and valence band. This
band gap is not necessarily the same as the electronic band gap, though it is
often assumed to be similar since there are few techniques which can measure
the electronic band gap.

The band gap in a spectra corresponds to the point at which the absorption
increases from the baseline. This is an indication of the minimum amount
of energy required for a photon to excite an electron between the conduction
and valence band, and thus be absorbed in the measured semiconductor. In
an transmission experiment, the intensity is not only observed by the absorp-
tion of the material, also scattering and reflectance influence the measurement.
These effects often occur when the measured film possess morphology, which
will increase the light scattering. This effect is seen in the spectra if the base-
line is above zero.
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The direct transition can be evaluated by plotting the normalised absorption
data (Equation 4.9) to the square root of the energy difference between the
band gap and the photon energy (Equation 4.10). This is common known as a
Tauc plot [187–189].

α ∝ c(hv−Eg)
(1/2) (4.10)

From the measured optical absorption the square of the absorption versus
the photon energy are plotted. The optical band gap could then be extracted
by extrapolating the linear region found for photon energies slightly above the
"expected" band gap down to the baseline.

For an indirect transition the same equation is used, with the difference that
instead of a square root it is raised to two. Whereas the square root of the
absorption is plotted versus the photon energy. By extrapolating the linear
region down to the base (zero absorption) line in the spectra the indirect tran-
sition could be obtained. An example of the Tauc plot and the extrapolation of
the linear regions are seen in Figure 5.27 a) and b).

A UV-vis spectra are typically reported with wavelength rather than the
corresponding energy. The convention between wavelength (nm) and band
gap (eV) could easily be transferred accordingly to:

hv(eV) = hc/eλ = 1239.8(eV ∗nm)/λ (nm) (4.11)

The UV-vis measurements in this thesis were performed on a Ocean Optics
spectrophotometer, HR-2000+, with a halogen and a deuterium lamp. In all
the measurements presented in this thesis a full spectrum between 190 to 1100
nm were measured. To obtain good statistics an average of 100 spectra were
collected.
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5. Results and Discussion

This section summaries both the results from the Papers included in this the-
sis, and result not yet published. The thin films depositions of titania and iron
oxide are from Paper I, II, IV and V. The diffusion measurements are from
Paper III, whereas Paper VI, VII and VIII are closely related and contain ref-
erence measurement of Sn, SnS, SnO and SnO2, comparing depth profiling
using HAXPES or use of Ar+ ion sputtering and a study of Sn core levels and
their plasmon loss features.

5.1 Haxpes measurements on Sn, SnS, SnO and SnO2.
The Sn, SnO, and SnO2 substances were characterised around the Sn 3d and
Sn 3p regions, because of the interest concerning the diffusion of Sn oxides
in iron oxides, where Sn 3p overlap with the Fe 2p region, seen in Figure
5.22. SnS were also measured, since ALD of iron sulphides are planned to be
studied later.

Figure 5.1. Survey spectra for metallic tin recorded at 2005 eV and 3000 eV photon
energies. The Sn 2p region, inset in the upper right corner, have been recorder with
6015 eV photon energy (the third order diffracted light of the 2005 eV). The plasmonic
loss features, accompanying each core level photoelectron line are indicated for the 3p

level.
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On metallic tin all the reachable core levels were recorded. They are shown
in Figure 5.1(Paper VI). For the Sn 3d region the measured and fitted spectra
are shown in Figure 5.2.

The metallic tin were sputtered in the analysing chamber, but a small amount
of SnO were still present. This is evident from the shoulder on the higher bind-
ing energy side of both spin orbit components of Sn 3d, visible in Figure 5.2.
The position of the spin orbit components of Sn 3d is 493.3 eV and 484.9 eV,
and is in line with previous reported data, e.g. Barr [190].

Figure 5.2. HAXPES measurement over the Sn 3d region using 3000 eV photon
energy. Different shadowing in the fitting corresponds to one of the four measured
samples. Sn - black squares, SnS - grey, SnO - red squares and SnO2 - pink

The feature located 14.3 eV from the Sn 3d5/2 (Sn) are due to excitations of
plasmons. This feature is marked with black dots, in Figure 5.2 and is an exci-
tation of valence electrons upon photoionisation [191, 192]. This shift is well
in line with previously reported data [193]. In Sn, every core level main line
has an accompanying plasmon, visible in Figure 5.1. In Sn the excitation pro-
gression is distributed as exponentially decaying (discussed more thoroughly
in Paper VII).

SnS were also sputtered, and both metallic tin and the Sn oxides were
needed to obtain a good fit for the Sn 3d core levels (Figure 5.2). It is be-
lieved that the sputtering induce reduction of SnS to Sn to some extent, since
sputtering damages is a known phenomena on sulphides, i.e. WS2 [194]. The
oxides present in the fitting is due to a shadowing effect when sputtering SnS.
Even though the powder were finely grinded, this could occur. The position of
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both spin orbit components of Sn 3d in SnS is, however, clear at 494.0 eV and
485.6 eV (Figure 5.2). The measured value for the Sn 3d5/2 from SnS are in
good agreement with literature [195–197]. Other values of the Sn 3d5/2 have
also been recorded, with a maximum shift of 0.9 eV from our value [198].

The SnO were not sputtered and had to be fitted with two components. For
SnO there should, however, just be one component. The contribution on the
higher binding energy side, the second component comes from SnO2, which
is evident from the fitting (Figure 5.2). The peaks were well separated and
positions for the SnO were 494.8 eV and 486.5 eV (Sn 3d). Additional peaks
needed for a good fit (at higher binding energies), are marked with a black
dotted area. These are assigned to loss features from SnO. This part did not
change during the measurements.

The SnO2 was fitted with one peak and a small feature on the higher bind-
ing side. These are effects from the sample where the powder was not in good
contact with the carbon tape, leading to a small charging of that part of the
sample, however, this part did not change during the measurement. The posi-
tions for the SnO2 (Sn 3d) were 495.6 eV and 487.2 eV.

For the SnO and SnO2 a wide binding energy spread are found in the litera-
ture. Our values deviate 0.1 eV [199, 200], 0.5 eV [201] and 0.9 eV [202]. The
closest binding energy found in literature are from Kövér et al. [203], where
our values coincide for SnO and a shift of -0.1 eV for SnO2.

The shift between the sulphide and oxides are expected as their electroneg-
ativity differs, where O is more electronegative than S.

The Sn 3p3/2 position of Sn, SnS, SnO and SnO2 follow the same trend as
the Sn 3d region, shown in Figure 5.3. From 714.7 eV (Sn), 715.1 eV (SnS),
716.0 eV (SnO) and 716.8 eV (SnO2). The SnO have two components in the
peak, where the peak on the higher binding energy side is from SnO2, similar
to the Sn 3d peaks for SnO.

Figure 5.3. HAXPES measurement over the Sn 3p3/2 region using 3000 eV in photon
energy. The vertical lines indicate the main line of the Sn 3p3/2 peak for the four
measured samples.
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The previously reported binding energy for the Sn 3p3/2 in SnS at 715.2 eV
[196, 204] are in agreement with our observed value of 715.1 eV.

The positions of the 3p3/2, 3d3/2 and 3d5/2 for Sn, SnO, SnO2 and SnS are
summarised in Table 5.1.

Table 5.1. Sn core levels of Sn Sn 3p3/2, 3d3/2 and Sn 3d5/2 for Sn, SnO, SnO2 and

SnS measured at 3000 eV. The units are i eV for all Sn core levels.

Core Level Sn SnO SnO2 SnS
Sn 3p3/2 714.7 716.0 716.8 715.1
Sn 3d3/2 493.3 494.8 495.6 494.0
Sn 3d5/2 484.9 486.5 487.2 485.6

5.2 Haxpes measurements on FeO and Fe2O3
The measurement over the Fe 2p and O 1s regions are shown in Figure 5.4.
The positions for both the spin orbit components are well separated between
the FeO and Fe2O3. In FeO the positions for the Fe 2p1/2 and Fe 2p3/2 are
located at 723.3 eV and 709.7 eV, whereas for Fe2O3 they are shifted towards
higher binding energy at 724.3 eV and 711.0 eV. This is close to the reported
data by Grosvenor et al. [205] were the Fe 2p3/2 for FeO are at 709.5 eV and
for Fe2O3 at 710.8 eV. Other values has also been observed for the FeO and
Fe2O3 but are not positioned more than 0.2 eV from our values [206, 207].

740 735 730 725 720 715 710 705
Binding Energy [eV]

Fe2O3

FeO

Reference spectra of FeO and Fe2O3 taken at 3000 eV

536 534 532 530 528
Binding energy [eV]

FeO

Fe2O3

Fe3+ sat
Fe3+ sat

Fe2+ satFe2+ sat

Fe 2p O 1s

Figure 5.4. HAXPES measurement over the Fe 2p and O 1s region using 3000 eV in
photon energy.

For the Fe 2p region a number of peaks were necessary to obtain a good fit.
For an easier interpretation of the measured samples in this thesis the binding
energy is given where the intensity is highest.

There is also a visible difference of the satellite structure, especially seen
in between the two spin orbit components of Fe 2p. For FeO, Fe2+ and in
Fe2O3 the Fe3+ is present. The Fe2+ satellite is located at 715.4 eV and the
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Fe3+ satellite is at 719.4 eV. This is also in line with Grosvenor et al. [205]
where the Fe2+ were located at 715.4 eV (in FeO) and the Fe3+ at 719.3 eV (in
Fe2O3).

The O 1s position for FeO and Fe2O3 were located at 529.8 eV and 530.1
eV. Literature values from reference [205] is for FeO at 529.9 eV and for
Fe2O3 at 530.0 eV. Generally, the O 1s peak for iron oxides differs very lit-
tle in binding energy: at 529.9 eV for γ-Fe2O3, α-FeOOH, γ-FeOOH and
FeO, at 530.0 eV for α-Fe2O3 and at 530.2 eV for Fe3O4 [205, 208]. The O
1s is therefore mostly used as a indication of molecules absorbed to the sur-
face, i.e.water, CO, CO2, O2 or hydroxyl groups, usually with binding energies
above 530 eV.

5.3 Thin film deposition
In this thesis ALD/CVD of titania, alumina and iron oxides were investigated.
The precursors used for the deposition of TiO2 was TiI4 and H2O [36, 209].
For the iron oxide, both Fe(Cp)2 [139] and Fe(CO)5 [71, 210, 211] were
used and O2 was used as second precursor. The TiI4 was used in Paper [V],
Fe(Cp)2 in Paper [IV] and the Fe(CO)5 in Paper [I,II,III]. Trimethylaluminium
(TMA,Al2C6H18) and TiCl4 were together with H2O used to deposit TiO2 and
Al2O3 to use as substrates in the investigation of nucleation of the iron oxides.

5.3.1 Titanium dioxide (TiO2)
The TiO2 was deposited in the hot walled tube reactor, using TiI4 and H2O as
precursors (Figure 3.7). The deposition parameters are described in Section
3.1.6. The substrate used were Al nano rods, with a high aspect ratio which
can be seen from SEM images in Figure 5.5.

100 nm 200 nm

Figure 5.5. SEM images from the substrate used for the TiO2 depositions. The left
picture is a top view and the right image is to demonstrate the 3D structure of the
aluminium substrate [120].

The resulting film deposited at 200 ◦C consisted of anatase in a amorphous
matrix of TiO2. This is evident from comparing XRD (Figure 5.6) and the
TEM images of the film (Figure 5.7). The strongest peaks is from the substrate
and the smaller peaks corresponds well with anatase. From the TEM images
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Anatase: PDF 21-1272 Corrundum: PDF 46-1212
Rutile: PDF 21-1276 Aluminium: PDF 4-12-7848
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Figure 5.6. XRD on deposited TiO2 at 200◦C (black) and at 300◦C (red). The iden-
tified peaks are indicated below the measured XRD. PDF cards are included in the
bottom of the picture.

20 nm 50 nm
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a) b) c)

Figure 5.7. TEM images of the deposited TiO2 film on top of Al pillars at 200◦C.
a) an image on the top of the nano pillar. b) presents a certification of that the film
is covering the whole substrate, since it smoothly covering a deep trench. c) a cross
section of the deposited film.

it is evident that a smooth film covered the whole substrate since both the top
of the nano rods (Figure 5.7 a) and the trenches in between (Figure 5.7 b) the
nano pillars are coated evenly with TiO2. The TEM also reveals a surface
oxide of Al2O3 on top of the Al pillars. The thickness of the Al2O3 is around
4 nm and can also be seen from the XRD measurements, in the deposition at
300◦C where the Al2O3 (012) diffraction peak is visible.

The film deposited at 300 ◦C showed peaks from rutile and especially the
rutile (111) peak is visible which is not overlapping with either anatase or
Al2O3. Rutile has previously been observed at temperatures from 375 ◦C by
Aarik et al. [209] using identical precursors as in our study. We believe that
the substrate play a crucial role when forming rutile at 300 ◦C.

The sample examined with TEM (Figure 5.7) were deposited with 150 cy-
cles at 200 ◦C, which gave a thickness of 17 nm. This corresponds to a growth
rate of 1.1 Å/cycle which is slightly higher than values found in literature
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[212], at this low temperature. Schuisky et al. had a growth rate of 0.5 Å/cycle
at 230 ◦C and 1.3 Å/cycle at 455 ◦C [212], while Aarik et al. observed 1.0
Å/cycle at 200 ◦C and 1.2 Å/cycle at 300◦C [209]. The slightly higher growth
per cycle (GPC) is probably caused by the substrate. The characterised ma-
terial is best characterised by that of anatase in a amorphous matrix of TiO2
when the deposition temperature is 200 ◦C and rutile at 300 ◦C.

5.3.2 Iron oxides (α-Fe2O3, γ-Fe2O3, Fe3O4)
The Iron oxide was deposited in both the hot wall tube reactor and in the Pico-
sun R-series reactor. Depositions made in the tube reactor used Fe(Cp)2 and
O2 as precursors while in the Picosun both the previously mentioned combina-
tion and Fe(CO)5 and O2 were used. The deposition conditions and parameters
are described in Section 3.1.6.

5.3.3 The importance of the substrate during the deposition
(Ferrocene as Iron precursor)

The in-house built hot wall tube reactor and Picosun were used for depositing
iron oxide from Fe(Cp)2 and O2. The deposition parameters are described in
detail in Section 3.1.6. The different substrates used for evaluation the impor-
tance of the substrate was Quartz (SiO2), TiO2, Al2O3, FTO and Si(100). The
deposited films on Quartz, Si(100), TiO2 and Al2O3 were analysed regarding
growth rate per cycle, growth mode and phase composition. Whereas the films
deposited on SiO2 and FTO were analysed with Raman, XRD and SEM.

The thickness of all the samples was measured using a calibration curve
made from XRR and XRFS, described in Paper I. Due to different surface
roughness of the samples, the actual thickness will be overestimated for a
slightly more rough surface, compared with a smooth. The difference should
be constant regarding each substrate and correct conclusions could therefore
be drawn.

Quartz as substrate

Figure 5.8 shows the as deposited samples and Figure 5.9 shows the annealed
iron oxide films. From the SEM images in Figure 5.8 it is evident that the
iron oxide film start to nucleate as islands on the quartz and coalesce to a
film around a thickness of 22 nm. This is commonly referred to as Volmer-
Weber growth [213], where particles form and coalesce to a film after a certain
thickness. This is in contrast to Stranski-Krastanov [214] growth where a
layer is formed on the substrate and particles grow on top of the deposited
layer(Section 3.1.4). At 50 nm the deposited iron oxide forms a continuous
film with some roughness.
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Figure 5.8. XRD, Raman and SEM images of iron oxide deposited on Quartz.

The thickness where the islands coalesce to a film (from SEM) correlates
well with the thickness where Raman and XRD give rise to peaks from α -
Fe2O3. At lower thicknesses the film is amorphous or have a very small
amount of crystallites which is difficult to detect with Raman or XRD. How-
ever, the signal from the Quartz substrate (included in the Raman at the bot-
tom, Figure 5.8) decreases with the number of cycles applied, especially the
peak at around 1100 cm-1. This is a strong indication that the iron oxide film
even at lower thicknesses occupy a large part of the surface. The peak visi-
ble at 1600 cm-1 is from a maghemite band [93]. Broad bands in this region
are generally linked to magnetic properties of grains, this peak could there-
fore not be taken as a characteristic Raman band from maghemite vibrations
[215] (since maghemite is ferromagnetic at room temperature (section 2.2.1)).

After annealing at 400 ◦C for 2 hours in air the 12 nm film crystallised to
α -Fe2O3, evident from both the XRD and Raman measurements. The film
which was 22 nm also gave more intense peaks from XRD and especially from
the Raman measurements. A possible cause for the more defined in the 12 and
22 nm case is that the deposited material had time to coalesce and in that way
form larger areas and larger crystallites. The Raman band at 1600 cm-1 were
not present in any of the Raman spectra after annealing, indicating that the
effect described above was valid. The XRD pattern also showed more nar-
row peaks compared with before the annealing step. A phase transition from
maghemite to hematite normally occurs at 400 ◦C [93], which was the anneal-
ing temperature used here. Since maghemite and hematite XRD pattern has
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Figure 5.9. XRD, Raman and SEM images of iron oxide deposited on Quartz, an-
nealed at 400◦C for 2 hours.

overlapping peaks the presence of maghemite could not be excluded, before
the annealing step.

TiO2 as substrate

From the SEM images in Figure 5.10 its evident that the iron oxide starts to
nucleate as islands and coalesce to an intact film between 8 and 25 nm. This
is similar to the previous example and Volmer-Weber growth (Section 3.1.4).
At a thickness of 56 nm the iron oxide were in the form of a structured surface
instead of a smooth film. This can be due to stresses in the film, a lattice
mis-match from the TiO2 to the iron oxide or a combination of both.

The TiO2 substrate is used as reference and is included in the bottom of
the Raman spectra in Figure 5.10. The most intense peaks from the substrate
belongs to the underlying Si at 521 cm-1 and around 950 cm-1. There is also a
small peak from TiO2 at 640 cm-1 which belongs to anatase [216]. The other
anatase peaks either lies close to the Si peak at 521 cm-1 or are to small to be
seen. The laser filter used here extends beyond 150 cm-1, hiding the otherwise
strong anatase peak at around 141 cm-1.

From the iron oxide, the peaks start to be visible at a thickness between 25
and 43 nm. Also at 18 nm a small peak seen at hematite (but also magnetite
and maghemite very close) around 300 cm-1. From XRD the iron oxide peaks
are visible from a thickness of 18 nm and increase in intensity with the number
of applied cycles. At lower thicknesses it is difficult to determine which iron
oxide that is present but at 55 nm it was mostly hematite, which can be con-
cluded together with the Raman measurements. The peak at around 30◦ and
42.5◦ comes from magnetite, and a magnetite peak at 660 cm-1 was also seen
in the Raman (strongest in the thickest film). This is believed to be a hematite
signal which could be seen when the hematite lack long range order or have a
slightly defect structure [217]. It has also previously been reported that around
30% magnetite is needed to give rise to a signal strong enough to be visible,
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when a combination of magnetite and hematite is present in a film [218]. The
two other magnetite peaks at 300 and 532 cm-1 were absent which strengthen
the explanation given here.
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Figure 5.10. XRD, Raman and SEM images of iron oxide deposited on TiO2.

A Raman band at 1600 cm-1 was visible in the samples with thickness of
18 nm and 25 nm. The origin of this peak has been debated in literature (see
Paper IV) but it could imply that maghemite is present in those films. From
XRD a shoulder on a slightly lower angle at the peak at around 35◦, especially
on the sample which is 25 nm. This is in the region where maghemite has
a diffraction angle, whereas it could not be excluded that this sample were a
phase mixture for the as deposited films. At higher thicknesses the phase was
mostly hematite, but since magnetite is less Raman active than hematite (when
using 514 nm laser) a phase mixture can be present, since small diffraction
peaks from magnetite were visible.

Al2O3 as substrate

The SEM micrographs of the deposited film on Al2O3 is seen in Figure 5.11.
The deposited Al2O3 on Si(100) have a surface morphology which makes it
difficult to see the actual deposited iron oxide. What can be seen is that the
iron oxide have a more three-dimensional morphology. This can especially
be seen in the image of a 45 nm thick film. From Raman no signal from any
of the iron oxide phases was visible and as amorphous iron oxide is Raman
inactive this indicates amorphous films. XRD diffraction peaks were seen at a
thickness of 45 nm. In this case it is difficult to draw any certain conclusions.
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Figure 5.11. XRD, Raman and SEM images of iron oxide deposited on Al2O3.

Since only XRD gives us information the data indicates that the iron oxide
was amorphous with small amounts of crystallites in the film. The crystallites
could either be hematite, maghemite or magnetite.

Fluorine doped tin oxide (FTO) as substrate

Since the FTO substrate possess a certain surface roughness it is difficult to
see any clear differences in the SEM images (Figure 5.12). However, the
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Figure 5.12. XRD, Raman and SEM images of iron oxide deposited on FTO.

iron oxide seems to nucleate in a similar way on all substrates used. This
can especially be seen in the image where 10 nm of iron oxide is deposited
(Figure 5.12). From the Raman measurement it is clear that the iron oxide
peaks can be observed at a lower thickness compared to the other substrates
used here. At 6 nm the hematite patterns is clearly visible and also at 3 nm
film the peaks can be observed around 300 and 1300 cm-1. The reason for this
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early formation of hematite is probably a good lattice match between the FTO
and the deposited hematite.

Si(100) as substrate

The analysis of the depositions made on single crystalline silicon is seen in
Figure 5.13. From the SEM images it is clear that the iron oxide start to nucle-
ate and form islands up to a thickness of around 10 nm where the islands starts
to coalesce into a film. Similar to depositions made on both TiO2 and Quartz
a Volmer-Weber growth is seen. At greater thicknesses the ALD growth was
visible as the films seems to grow in one direction. The deposited iron ox-
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Figure 5.13. XRD, Raman, SEM and TEM images of iron oxide deposited on Si(100).
The TEM image has a nominal thickness of 18 nm, determined by XRFS

ide on Si was evaluated with Raman and XRD to investigate the crystallinity.
From the Raman measurements it can be concluded that the deposited iron
oxide needs around 21 nm before it becomes crystalline, in our case hematite
was formed at a thickness interval between 21 nm and 46 nm. This is in good
agreement with the XRD measurements.

Growth rate per cycle, GPC, on the different substrates

The growth rate of the iron oxide deposited on Quartz, Si(100), Al2O3 and
TiO2 was evaluated regarding thickness vs. number of cycles and growth rate
per cycle (GPC), seen in Figure 5.14.

On Si(100) no constant growth with time was observed. The GPC increased
with number of cycles. From 0.3 Å/cycle (after 50 cycles) up to 2.4 Å/cycle
(after 200 cycles). The nucleation part with a lower GPC in beginning is often
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observed but the continued increase in GPC is probably due to an increase
in surface area of the deposited iron oxide, even though this is not clearly
observed in SEM.

A similar behaviour is observed when using Al2O3 as substrate. No con-
stant growth rate was observed which changes from 0.3 Å/cycle (after 50 cy-
cles) up to 2.3 Å/cycle (after 200 cycles), as seen in Figure 5.14. However, it
was observed that when using Al2O3 as substrate the films has a higher surface
roughness compared to when Si(100) was used. The growth could therefore
have higher surface area, which could be one explanation of the increase in
GPC when using Al2O3 as substrate.
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Figure 5.14. Left: Thickness vs. number of cycles for iron oxide on Si(100) (black
squares), Al2O3 (green triangles), TiO2 (red circles) and Quartz (blue triangles).
Right: GPC vs. number of cycles for the same systems in the left figure.

On TiO2 the growth rate was fairly constant with a lower GPC in the begin-
ning of the deposition. After the initial nucleation with a GPC of 1.8 Å/cycle
(after 50 cycles) the growth rate varies between 2.4 Å/cycle to 2.9 Å/cycle
when increasing the number of cycles. From the thickness vs cycles diagram
the slope is fairly constant which is a good indication that ALD type of growth
is present. On Quartz the growth rate was constant with a variation of 3 Å be-
tween the four depositions, from 2.2 Å/cycle (after 100 cycles) and 2.5 Å/cycle
(after 200 cycles). The constant slope in the thickness vs. cycles is also ob-
served which is expected when ALD growth is present (Section 3.1.2).

From Figure 5.14 it is evident that the substrate play a crucial role for depo-
sition of iron oxide from ferrocene and O2. With Si(100) and Al2O3 a lower
growth rate is observed compared to TiO2 and Quartz and no constant GPC
or constant slope regarding thickness vs. cycles was observed. This can be
compared to both TiO2 and Quartz where a constant GPC was observed at
400 ◦C.
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5.4 Choise of carrier gas during thin film deposition
For an investigation of the importance of the type of carrier gas used during
deposition of iron oxide from Fe(CO)5 the commonly used N2 was changed to
carbon monoxide (CO). The reason for this change was to inhibit spontaneous
decomposition of Fe(CO)5 (shown in Figure 3.10). The use of CO can there-
fore be used to suppress decomposition and push the decomposition reaction
back, as indicated in Reaction 5.1. Whereas, when using N2 as carrier gas the
situation in Reaction 5.2 may occur. The different carrier gases can therefore
control the rate of decomposition1 of the iron precursor not only on the way to
the deposition chamber but also on the sample surface.

Fe(CO)5
CO−−−→

300◦C
Fe(CO)5−x(g)+X CO(g) (5.1)

Fe(CO)5
N2−−−→

300◦C
Fe(s)+5 CO(g) (5.2)

When iron is attached to the surface it is most likely to be oxidised by the
second precursor, as indicated in Reaction 5.3.

2Fe(s)+3 O2(g)−→ Fe2O3(s) (5.3)

The substrates used were Si(100) and FTO. Ten FTO samples and six Si
(100) samples were used with N2 as carrier gas and six FTO/Si (100) samples
were used with CO as carrier gas. They were cleaned prior to the deposition
in an ultrasonic bath in a beaker with ethanol for 15 minutes and dried under
N2 -flow. The deposition parameters was set to 0.1–5–3–5 seconds for each
cycle at 300 ◦C and a pressure of 7 mbar. The Fe(CO)5 used were purchased
from Fisher scientific with a purity of 99.5% and the oxygen used was from
an in house supplier with a purity of 99.998%.

Because of the decomposition of Fe(CO)5 the deposition was divided to
four separate depositions when using N2 and two when using CO as carrier
gas. The deposition schedule of iron oxide on FTO is summarised in Table
5.2 where the thickness was measured after each deposition. From the table it
is evident that when CO was chosen as carrier gas the GPC values increased
compared to the N2 case. This confirms that the reaction was pushed to the left
when choosing CO (Reaction 5.1) as carrier gas. The number of cycles used
to obtain a similar thickness was therefore 1450 cycles for N2 and 700 cycles
for CO. The increase in growth per cycle was probably a cause from either
nucleation in the beginning or from the cauliflower like structure the iron oxide
forms on FTO. Because of the different choice of precursor the GPC values
could not be compared to those deposited with ferrocene and O2. But one

1A naïve way to picture this is via Le Chatelier’s principle: We imagine the system being in a
quasi equilibrium with its surroundings, changing in steps on the way towards the substrate –
increasing the CO concentration will tend to move the equilibrium towards the side of Reaction
5.1 that opposes the increase in CO concentration, i.e. towards left.
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conclusion which can be drawn is that the decomposition of the precursor did
not lead to a large increase in GPC, rather the opposite, a smaller GPC. This
could be an effect of mass transport limitations of material to the substrate or
desorption of iron species from the surface. The latter explanation is the most
probable because an examination of the substrate showed an excellent step
coverage.

Table 5.2. Thicknesses after each deposition of iron oxide using nitrogen (series 1)

or carbon monoxide (series 2) as carrier gas on FTO substrates. The numbers 1–10

refers to positions in the reaction chamber, i.e. samples denoted 1 have been in the

same position for the two series.

Series: 1. FTO (N2) 2. FTO (CO)
Cycles: 400 800 1200 1450 300 700

Pos. Thickness [nm]
1 7.3 18.5 37.8 62.5 9.9 46.2
2 5.6 17.2 34.6 55.8 8.3 44.1
3 6.5 15.1 28.3 45.8 12.1 39.4
4 7.8 17.7 34.0 59.5 13.3 51.3
5 6.9 14.0 35.9 60.9 8.6 44.8
6 6.6 15.9 34.8 57.5 11.7 41.4
7 8.9 17.4 35.0 56.2
8 9.8 17.4 37.7 62.6
9 4.5 14.2 32.2 53.2
10 6.4 13.5 36.3 57.8

The films were characterised with XRD, Raman, SEM and HAXPES, to
determine the phase content and morphology of the surface. From the SEM its
difficult to see any clear difference between the films deposited using different
carrier gas. There was, however, a clear difference from the uncoated substrate
(Figure 5.15 e) and the deposited films, using either CO or N2 as carrier gas
(Figure 5.15 f,g). The films seem to start to nucleate as islands which coalesce.
From the images can be concluded that when using N2 as carrier gas the film
consisted of smaller grains than when CO was used.

From the XRD measurements made on FTO (Figure 5.15 a)) it is difficult to
draw any clear conclusions. The reason for this is that the strongest peaks from
α-Fe2O3, γ-Fe2O3 and Fe3O4 overlap (Figure 4.3); the substrate peaks from
FTO is the dominating peaks in the diffractograms. One could only conclude
that iron oxide peaks are visible, especially at around 36◦. When adding the
Raman measurements it is clear that there is a difference between different
carrier gases. When N2 is used (Figure 5.15 c, black line)) the resulting raman
peaks can all be attributed to α-Fe2O3.

The peak at around 660 cm-1 is close to a Fe3O4 peak at 661 cm-1 [93].
This α-Fe2O3 peak at 660 cm-1 is often wrongly assigned to another iron
oxide polymorph which has a peak in this region [93, 219]. It has for example
been assigned to Fe3O4 by Sartoretti and coworkers [80], no Fe3O4 peaks were
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Figure 5.15. (a,b) Diffraction patterns of iron oxide deposited on FTO and Si(100),
deposition with N2 as carrier gas is black and with CO red. (c,d) Raman measurements
of the same samples as in a and b. (e) SEM image of the substrate. (f) SEM image
of the deposited iron oxide on FTO, with CO as carrier gas. (g) SEM image of iron
oxide deposited on FTO using N2 as carrier gas.

visible in the diffractograms. It has been shown by Beerman et al. [220] and
Leon et al. [221] that the signal at 660 cm-1 belongs to α-Fe2O3 and is related
to disorder or dislocations in the α-Fe2O3 structure. Furthermore it has been
shown that more than 30% of magnetite in hematite is needed for the magnetite
peak to be visible [218, 219]. This large amount of magnetite in the film
should be seen by XRD or in our case by HAXPES, where the line shape of
hematite and magnetite are easily separated. The peak has also been suggested
by Bersani et al. to be related to surface and grain boundary disorder. This is
a possible explanation to why the peak is not always present, and in our case
this could be the reason why this peak appear since the microstructure of the
film varies with deposition conditions.
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When CO was used as carrier gas the iron oxide phase was γ-Fe2O3, Fig-
ure 5.15 c) (red line). The probable cause for this phase shift on the same
substrate is that CO reduces the film to maghemite, whereas N2 most probable
does not.

When Si (100) was used as substrate the difference between the two dif-
ferent carrier gases are clearly shown in their XRD-pattern Figure 5.15 b).
Similar to what was previously discussed, N2 gave rise to an α-Fe2O3 pattern
whereas when CO is used, γ-Fe2O3 or Fe3O4 was observed. From Raman the
as deposited film using N2 as the carrier gas shows a hematite pattern with two
additional Si peaks (at 521 cm-1 and the broad peak at 975 cm-1 Figure 5.15
d). The as deposited film using CO as carrier gas did not show the maghemite
pattern which it did when FTO were used as substrate (Figure 5.15 c). In-
stead a Magnetite pattern was observed with addition of the Si peaks from the
substrate. It is believed that the CO have the same impact here, continuously
reducing the film during the deposition.

The reason why the film becomes maghemite when using FTO as substrate
and magnetite when using Si(100) as substrate can be explained by different
lattice matching between the substrates and the deposited film.
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Figure 5.16. a) X-ay photoelectron spectroscopy of the Fe 2p and O 1s region on the
samples deposited with either N2 and CO as carrier gas. The satellites of Fe2+ and
Fe3+ are marked with vertical lines in the left Fe 2p image. b) XPS spectra of Fe 2p

and O 1s region after sputtering.

XPS (Al Kα , h̄ω = 1487 eV) were used to compare the two different films.
The maghemite and hematite have similar chemical shifts and line shapes,
compared with each other. This is because they almost have identical orien-
tation of the cations in the structure (hematite - hexagonal, maghemite - cu-
bic). In hematite the cations (Fe3+) are octahedrally coordinated to the anions
(O2-), whereas in maghemite 75% of the cations are octahedrally coordinated
and 25% are tetrahedrally coordinated [49]. To balance the over all charge,
vacancies in the cation positions are present in maghemite. There is however
a small shift of 0.2 eV for the Fe 2p3/2 peak, 710.8 eV for hematite and 711.0
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eV for maghemite found in literature [205]. The Fe3+ satellite is located at
719.3 eV in both the maghemite and hematite [205].

From the XPS measurements recorded for the two different carrier gases no
difference could be seen, Figure 5.16 a). This was valid in both the Fe 2p and
O 1s case where the line shape for the regions was identical. The small shift
for the Fe 2p3/2 peak was not observed, but the line shape for both hematite
and maghemite correspond well with the line shape found in literature [205].
The shoulder on the higher binding energy side of the O 1s is due to hydroxy-
groups or carbon bound to the surface [222, 223]. When sputtering the samples
it is evident that the sputtering damage the sample, see below.

The as deposited film using CO as carrier gas was also measured using
HAXPES, Figure 5.17. The investigated regions were Fe 2p and O 1s with
three different kinetic energies for depth profile without sputtering. In Figure
5.17 a) reference spectra of Fe2O3 and FeO are included. When comparing
the as deposited film with the reference spectra it is clear that the film has the
line shape of Fe2O3. The Fe3+ satellite located at 719.2 eV is present in both
the as deposited film as well as in the Fe2O3 reference spectra. The position
of the satellite is in good agreement of previously reported data for hematite
or maghemite by Grosvenor et al. [205].

In Figure 5.17 b) the as deposited film is measured with 2005 eV, 3000
eV and 6015 eV to see if there is any difference of the iron oxide at different
depths. No significant change in positions in the Fe 2p area were observed
which is a good indication that the oxidation states are uniform in the film. In
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Figure 5.17. (a) HAXPES measurements of the as deposited film using CO as carrier
gas. Reference spectra of FeO and Fe2O3 are included in the bottom of the figure. (b)
Same film as in (a) but with 3 different measured energies. (c) The O 1s peak of the
as deposited film using CO as carrier gas, measured at three different energies. The
ordinate axis’ units are arbitrary.

Figure 5.17 c) the O 1s core level is examined by HAXPES, at the same energy
used in Figure 5.17 b). The line shape over the O 1s core level using 2005 eV
consist of two components, whereas at higher energies the part at a the higher
binding energy side becomes smaller. This is often seen and the component
on the higher binding energy side comes from the surface of the film. This
could be absorbed molecules on the surface or hydroxyl groups attached, the
latter have been proposed in a similar system by others [222, 223].

74



Sputtering of the films were also tested with the lowest possible energy
available by the instrument. The sputtering were performed on one maghemite
film and one hematite film (one from each carrier gas used) on the in house
XPS with Al- Kα radiation. The settings were set to 8 minutes using 200 V
Ar+ ions. Eight minutes were chosen since this time was required to remove
carbon on the surface. This was checked with the C 1s core level peak.

The result of the sputtering were compared with the HAXPES made on
the sample where CO was used as carrier gas. From the sputtering the most
prominent difference were that the Fe3+ satellite at 719.3 eV were missing,
and instead the Fe2+ satellite at 715.4 eV became visible (Figure 5.16). The
positions of both the spin orbit components of Fe 2p were also shifted to lower
binding energy. The O 1s peak were also shifted to a slightly higher binding
energy and the shoulder on the higher binding energy side were smaller com-
pared with the sample before sputtering.

As mentioned, the O 1s peak is difficult to use for determination of which
iron oxide phase is present. The binding energy range from 529.9 eV (γ-
Fe2O3,α-FeOOH,γ-FeOOH,FeO), 530.0 eV (α-Fe2O3) to 530.2 eV (Fe3O4)
includes all the iron oxides. But it is still a good indication if any hydroxyl-
groups are attached to the surface, since hydroxyl groups have binding ener-
gies separated from the iron oxides [222].

With the knowledge from the HAXPES measurements, the depth profile
(visible in Figure 5.20) did not change up to 25 nm (using 6015 eV in photon
energy). Using Al Kα radiation the information depth was around 8 nm, as
seen in Table 4.1. The XPS setup used an outgoing angle of 45◦ from the
sample which makes the information depth even smaller, around 6 nm (Section
4.5 and Figure 4.7).

The sputtering of the surface changed the iron oxide from hematite and
maghemite to FeO after the sputtering. Metallic iron were also detected on
the lower binding energy side of Fe 2p3/2 component. The effect of sputter
damage is well known [194, 224–227], and even when the lowest sputtering
energy was used, some sputter damage were present.

5.5 Diffusion of Sn, Si and F in iron oxide upon
annealing

The diffusion experiments were performed on the samples described in sec-
tion 5.4. The samples varied in thickness between 40 to 60 nm. This variation
should, however, not influence the conclusions regarding the diffusion. The
annealing schedule are summarised in table 5.3, which also includes thick-
nesses and type of carrier gas used during deposition. The annealing took
place at the Ångström laboratory except for the sample III and VI which were
annealed in the HAXPES chamber at Bessy, prior to the measurement. Due to
the different annealing chambers, the annealing times were different because
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Table 5.3. Summary of the annealing step performed on 9 samples. The samples

annealed in the analysing chamber at Bessy are marked vid an asterisk after their

sample number.

Sample Carrier gas Thickness Temperature Vacuum/Air
I (RT) CO 39.4/44.1 nm RT (300◦C) -

II N2 54.5 nm RT (300◦C) -
III* CO 44.1 nm 550◦C Vacuum
IV N2 55.8 nm 550◦C Vacuum
V N2 53.2 nm 550◦C Air

VI* N2 45.8 nm 650◦C Vacuum
VII N2 59.5 nm 650◦C Air
VIII N2 57.8 nm 700◦C Vacuum
IX N2 56.9 nm 700◦C Air
X CO 44.8 nm 800◦C Air
XI CO 41.4 nm 800◦C Vacuum

of cooling times. However, the time for annealing at the specific temperature
was still believed to be in the same region.

As reference for the diffusion the thinnest sample (39.4 nm) was used as
the room temperature (RT) sample. This to ensure that the film had no trace of
either Sn, Si of F during the HAXPES measurements, i.e. to ensure that the
probing depth was smaller than the film thickness. Neither Sn, Si or F could
be observed for this sample in the HAXPES measurements which is seen in
Figure 5.20, 5.21 and 5.22, where the black lines are from the measured RT
sample.

The annealed film were also analysed using XRF, XRD, HAXPES, SEM
and Raman. XRF for thickness measurement, SEM to visualise the surface
and XRD/Raman for phase information.

The SEM images are shown in Figure 5.18 where the FTO substrate also
are included. From the SEM images it is evident that there is a difference in
the films annealed in air and in vacuum. The samples annealed in air (Figure
5.18 e), f) and g) had a coarser surface structure because of grain growth and
grain coalescence, especially on the samples annealed at 700 ◦C and 800 ◦C.
The opposite effect happens for the samples annealed in vacuum (Figure 5.18
d) and h), where no grain growth occurred and the surface structure consisted
of smaller grains. This is especially seen when comparing the RT samples
(Figure 5.18 b) and c) with the ones annealed in either air or vacuum. A similar
effect has previously been reported by Wang et al. [228], where annealing in
air above 600 ◦C leads to coalescence into larger grains and that annealing
in argon suppress grain growth, leading to smaller grains. In our case it is
believed that annealing in vacuum acts similarly to annealing in argon.

XRD were performed on a selection of the films shown in Figure 5.19 a) and
b). In the figure reference data from casseterite (SnO2), hematite (α-Fe2O3),
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e) Annealed 550 ˚C, Air f) Annealed 700 ˚C, Air g) Annealed 800 ˚C, Air

a) FTO Ref b) RT CO c) RT N2 d) Annealed 550 ˚C, Vacuum

h) Annealed 650 ˚C, Vacuum

200 nm 200 nm 200 nm 200 nm

200 nm 200 nm 200 nm 200 nm

Figure 5.18. SEM images from an FTO reference, RT and annealed samples (air and
vacuum). The magnification is alike on all the images for an easier comparison. The
RT samples with either CO or N2 are the same samples used in Section 5.4

maghemite (γ-Fe2O3) and magnetite (Fe3O4) are included, and visualised with
vertical lines in Figure 5.19 a) and b).

From the as deposited sample the iron oxide phase is difficult to determine
using only XRD. And as previously discussed the strongest diffraction angles
are almost identical for α-Fe2O3, γ-Fe2O3 and Fe3O4. However, upon anneal-
ing more peaks from the deposited iron oxide can be observed, indicating a
more crystalline structure or larger crystallites. Comparing the iron oxide an-
nealed in air/vacuum (Figure 5.19) different diffraction angles are observed.
For the films annealed in air the diffraction pattern is in good agreement with
hematite and when annealed in vacuum the diffraction pattern is a good match
with magnetite (and maghemite).

The Raman measurement corroborates the results from XRD with one ex-
ception. The film annealed in vacuum at 650 ◦C (Figure 5.19 d) show shifts
which belongs to both hematite and magnetite, hematite shift is marked by
asterisk (*) and magnetite by plusses (+). Maghemite’s Raman shift are also
included with circles on the red dotted recorded spectrum in 5.19 d). As pre-
viously discussed in Section 5.4 hematite is much more Raman active than
magnetite [217–219]. If a small amount of hematite is observed with large
amount of magnetite this must imply that the amount of hematite indeed is
very small.

From the samples annealed in air, Figure 5.19 c), the hematite shifts is seen
already from the as deposited and for all samples up to 800 ◦C. The only peak
which changed in intensity compared to the others are the shift at 660 cm-1.
As previously discussed this shift is absent in a perfect hematite crystal. But
when the hematite has a disorder or possible dislocations this shift is observed
[220, 221]. The intensity of this Raman shift also increased with annealing
temperature, compared to the other hematite peaks. This is probably caused
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Figure 5.19. XRD and Raman measurements on films annealed in vacuum a), b).
XRD and Raman measurements on films annealed in air c), d). The dashed and the
thin lines in the Raman spectra indicate the RT samples where CO and N2 were used
as carrier gases during the growth procedure.

by diffusion of elements from the substrate, leading to more disorder in the
hematite lattice.

To examine diffusion from the substrate the Fe 2p, Sn 3d, Si 1s, O 1s and F
1s core levels were measured using HAXPES. The samples chosen were those
annealed at 550 ◦C and 650 ◦C in vacuum, and those at temperatures of 550
◦C, 700 ◦C and 800 ◦C annealed in air. Three different photon energies were
used to investigate the composition throughout the film. All samples were
measured using a photo energy of 3000 eV. The analysing depth in iron oxide
discussed here are summarised in Table 4.1. The mean free path (λ ) for each
photon energy and iron oxide were calculated from the inelastic mean free
path from the TPP2M formula by Tanuma et al. [169].

The Fe 2p core level region is shown in Figure 5.20 measured with 2005
eV, 3000 eV and 6015 eV. The measured reference spectra of FeO, Fe2O3,
Sn(foil), SnO, SnO2 and FTO are included. Sn references are included since
the Sn 3p3/2 lies at a binding energy in-between the two Fe 2p spin orbit
components.

From the as deposited film there is no large differences between the samples
when the annealing take place in air (Figure 5.20 b). The as deposited films
examined during the HAXPES measurements was the one using CO as carrier
gas, giving a maghemite film as discussed previously in Section 5.4. There is,
however, a small distinct difference of the Fe 2p3/2 region in transition from
a smooth line shape of the as deposited sample into a distinct peak with a
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Figure 5.20. Fe 2p core level spectra of samples annealed in vacuum (a) and in air (b),
O 1s core level spectra for samples annealed in vacuum (c) and in air (d). Reference
spectra of the Fe 2p and O 1s core level regions in hematite, FeO, Sn, SnO, SnO2 and
FTO are also included. The ordinate axis’ units are arbitrary.

shoulder on the lower binding energy side for the annealed samples. This line
shape over the Fe 2p3/2 region is well in line with previously reported data for
hematite [208].

Each spin orbit component in the Fe 2p spectra for the samples annealed
in air and the as deposited film (Figure 5.20 b) have an accompanying Fe3+

satellite, located at 719 eV. In between the main spin-orbit components there
is a, more or less a shallow valley, especially in between the Fe 2p3/2 and
the Fe3+ satellite. Going from an annealing temperature of 700 ◦C to 800 ◦C,
this valley flattens visibly in the spectra. This is especially seen using 3000
eV where the difference between the valley (around 716 eV) and the Fe 3+

satellite disappear. This effect could be an indication of a Fe2+ satellite from a
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magnetite or wustite phase, seen in the reference spectra from FeO (displayed
in the bottom figure). No indications from these phases are, however, found in
the Raman measurements or in the XRD patterns.

From the three different photon energies used, no clear difference could be
observed. This is a good indication that the film has the same chemical states
throughout the film, at least when looking at the Fe 2p core level.

For the films annealed in vacuum a clear difference from the annealed in
air/as deposited can be seen (Figure 5.20 a)). The satellite structure between
the two Fe 2p spin orbit components almost disappear for the sample annealed
at 650 ◦C in vacuum. This is a typical line shape for magnetite where the
mixed valance between Fe2+ and Fe3+ flattens out the satellite structure be-
tween the two spin orbit components [205, 229]. Magnetite has a stoichio-
metric ratio of Fe2+ and Fe3+ of 1:2 which results in the observed intensity
distribution [229]. From the Raman measurement this sample showed that
only a small amount of hematite was present in the film. This is not observed
in the HAXPES from either of the photo energies used. One explanation to
this is that the hematite phase is present in the film below the information
depth (25 nm (Table 4.1)) when 6015 eV is used.

The film annealed at 550 ◦C has a similar line shape as FeO. This is not
seen from either XRD or Raman making it more probable that this intensity
comes from diffused Sn into the hematite. The Fe 2p positions and the overall
line shape resembles that of magnetite. No difference between the different
photo energies were visible for the samples annealed in vacuum, for the Fe 2p

positions.
From the O 1s spectra recorded at 2005, 3000 and 6015 eV no large dif-

ferences between the three different photon energies were observed for either
annealing in vacuum or in air as can be seen in Figure 5.20 c) and d). There is
however a clear shift between the films annealed in air or in vacuum. Between
magnetite and hematite a shift of the O 1s peak is expected to be 0.2 eV. The
hematite peak is well in line with the Fe2O3 reference, visible in the bottom of
Figure 5.20.

For magnetite films (Figure 5.20 c)) the oxygen peak is located at 530.2
eV for both the annealing temperatures used. In the films annealed in air the
position of the oxygen peak is at 530.1 eV for the film annealed at 550◦C,
530.0 eV for the film annealed at 700 ◦C and 530.3 eV for the film annealed
at 800 ◦C. The position of the O 1s signal in magnetite and hematite is in good
agreement with Grosvenor et al. [205] with one exception. The 800 ◦C an-
nealed in air is shifted to a higher binding energy. From Raman no magnetite
or maghemite can be seen and the line shape of the Fe 2p region resembles
that of hematite. The shift is instead believed to be a result from the diffusion
of Sn from the substrate as discussed later. The shoulder on the higher binding
energy side is different for the different annealing environments. A part of this
is a contribution from hydroxy groups on the surface, this is clearly visible
from the RT sample where the shoulder decrease with higher photon energies
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(Figure 5.20 c) and d)). This is also believed to be a cause from the diffu-
sion of species from the substrate. Beneath the measurements of the annealed
films, reference spectra of SnO2, SnO and FTO are shown (Figure 5.20 c) and
d)). The tin oxides have binding energies on the higher binding energy side of
iron oxides, as can be seen in Figure 5.20 c) and d). The shoulder is therefore
believed to be a cause from either Sn or Si diffusion into the hematite.
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Figure 5.21. Sn 3d core level spectra of samples annealed in vacuum a), and in air
b). Si 1s core level spectra of samples annealed in vacuum c), an in air d). Reference
spectra of the Sn 3d region for FTO, SnO2, SnO and Sn are included beneath the
measured samples Sn 3d region. For Si 1s, FTO is included as reference. The ordinate
axis’ units are arbitrary, the spectra has been scaled for fit in the figure.

Regarding the Sn 3d region the as deposited samples show no signal from
Sn. Shown in Figure 5.21 a) and b) where the black lines refers to the as
deposited sample, which was the thinnest sample in the series. Annealing in
both vacuum and air gave rise to a signal from Sn. The different annealing
temperatures exhibit a variation in the signal strength. The sample annealed
in 550 ◦C in air showed a smaller signal compared to the samples annealed at
higher temperatures. This is evident when comparing the signal to noise ratio
between the 550 ◦C with the 700 ◦C and 800 ◦C.
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The Sn 3d features from both the samples annealed in air and vacuum has
a symmetric peak shape and the chemical shift corresponds to SnOx, where x
is somewhere in between 1 and 2. This could be seen comparing the annealed
samples with the reference of SnO2 and SnO which are included at the bottom
of Figure 5.21 a) and b).

The positions of the Sn 3d3/2 at 495.1 eV and Sn 3d5/2 at 486.7 eV (sam-
ples annealed in air) is well in line with previously reported data [90, 230].
There is, however, a small shift present between the two different annealing
environments. The shift follows the same trend with temperature for the films
annealed in vacuum and in air. The shift for the Sn 3d core level for films
annealed in air was 0.2 eV. As the shifts are independent of the annealing
environment, it likely stems from diffusion of Sn from the substrate into the
hematite film, and could be a sign that the oxide of the formed Sn is oxygen
deficient. The resulting tin oxidation state should thus be described as SnO2-x,
where x shifts with the amount of diffused Sn and oxygen available.

The amount of Sn, inferred from the peak areas of e.g. Fe 2p and Sn 3d for
the same sample is also different throughout the sample. The sample heated at
650 ◦C and deposited with nitrogen as carrier gas contains the least diffused
amount. The ratio between the Sn 3d and the O 1s peak’s area is 3 % for
this sample, whereas it is 10% for the sample heated to 550 ◦C and deposited
with CO as carrier gas. Although the heating times differ by ten minutes we
believe that the presence of a mixture of iron oxide phases is responsible for
the slower diffusion.

When 6015 eV photons are used the information depth is 25 nm compared
to 14 nm using 3000 eV. The line shape of the samples measured at 6015 eV is
a little bit broader than the ones measured with either 2005 eV or 3000 eV. The
peak positions are also shifted to higher binding energies. This suggest that
the chemical states are different in the film. The shift towards higher binding
energies indicate that the Sn compound formed is SnO2-x, where x either is 0
or very close to 0. This can be explained by a gradient in the Sn diffusion,
which would be expected. The amount of tin in the film decrease from the
interface up to the surface. The interface is therefore believed to be not sharp
because of the diffusion of Sn which clearly takes place during annealing of
the iron oxide.

The Sn diffusion is more clearly visible in the extended Fe 2p region from
700 to 800 eV as shown in Figure 5.22. This region also includes both the spin
orbit components of Sn 3p. FTO is also included in the figure as reference for
both the Sn 3p1/2 and Sn 3p3/2. From the figure its clear that Sn diffusion
take place in both the measured samples. It also shows the influence of the
Sn 3p3/2 region which appear in between the two Fe 2p components. The
diffusion of Sn has a strong influence for especially the sample annealed at
550 ◦C in vacuum where the shoulder on the higher binding energy side of Fe
2p3/2 is a tin oxide, and not FeO, as discussed previously. This sample also
shows the strongest Sn intensity. In the 800 ◦C annealed in air sample the
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diffusion of Sn is shown from the "absent" valley between the Fe3+ and the Fe
2p3/2 components (Figure 5.20 b)).

The diffusion of Si follow the same trend as the diffusion of Sn into the iron
oxide. From no Si signal visible in the RT sample, and that the diffusion is
clearly visible from 550 ◦C in both the annealing environments as shown in
Figure 5.21. The FTO substrate is used as reference for the Si 1s core level.
The reference were measured using 3000 eV which gives us the information
that the FTO film on top of quartz is at least below 12.6 nm (Calculated with
TPP2M formula [169], λ around 4.2 nm), otherwise no signal from the Si
would have been observed. In the case of the samples treated in air, more
oxidation states in the film were observed, as deduced from the asymmetry of
the Si 1s line shape. However, except for the difference in line shape a shift of
the Si 1s core level between the annealing environments are also visible.

The shift was 0.9 eV where the sample annealed in air at 800 ◦C was located
at 1843.0 eV, and the samples annealed in vacuum at 550 ◦C and 650 ◦C had
peaks located at 1842.1 eV. The Si 1s core level for SiO2 is located at 1844.7
eV [231] and Si0 at 1839.4 eV [232].

The other oxidation states: Si3+, Si2+, and Si+ are located in between those
extremes. The position of the Si4+ in SiO2 can vary in binding energy depend-
ing on film thickness [232]. When compared to the Si0: this variation is shown
to be up to 0.8 eV from thicknesses ranging from 0.37 nm (1843.8 eV) to 2.87
nm (1844.6 eV), and could be one reason for the line shape of Si 1s on the
higher binding energy side [232].
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Figure 5.22. Left) Extended Fe 2p core level region from 700 eV to 800 eV, including
both the spin orbit components of Sn 3p. Right) F 1s core level for samples annealed
in vacuum, FTO reference and the RT sample.

For Si the distribution of oxidation states was between 0 and +4. In the
case of the samples treated in air, more oxidation states in the film were ob-
served, as deduced from the asymmetry in the Si 1s line shape. For the sam-
ples annealed in vacuum the line shape was more narrow which indicates less
oxidation states, compared to the in air annealed samples.

Except for both the Sn and Si as discussed in this section, fluorine was
detected in the annealed sample in vacuum at 650 ◦C. The F 1s signal was
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only observed in this sample, which can be seen in Figure 5.22. The shift
from the FTO shows that the fluorine is not from the FTO substrate but from
another environment, i.e. the iron oxide film. Because of the diffusion into
iron oxide the binding energy of the F 1s decreases.

A subset of the films were analysed with UV-Vis, shown in Figure 5.23 a).
The hematite films, the ones annealed in air and the as deposited film show
similar absorption behaviour. Whereas the magnetite films, those annealed in
vacuum show a absorption behaviour stretching beyond the hematite films, as
expected from the lower band gap in magnetite. The photocatalytic perfor-
mance where measured in a three electrode setup shown in Figure 5.23 c).
This measurement was performed to see what influence the annealing had on
the water splitting properties. The films annealed in vacuum showed no sig-
nificant photo oxidation activity (Figure 5.23 b), which is not surprising, since
they contained magnetite in the films. The as deposited film was essentially
not photoactive. The films annealed in air were equally beneficial, regarding
the measured photocurrent. These films contained the hematite phase, which
also the as deposited film did. The difference between the film are the diffusion
of Si and Sn, which is present in the annealed films. This show that annealing
is a necessary step to obtain any photocurrent from these thin hematite films.
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Figure 5.23. a) Optical absorption for films annealed in air, vacuum and as deposited.
b) Photoactivity of water oxidation under pulsed light. c) The three electrode setup
used.

5.6 Optical quantum confinement in low dimensional
hematite

Because of the limitation in the charge carrier transport in hematite, the mate-
rial needs to be in the form of low dimensional particles or thin films to work
in several applications, i.e. photoelectrochemical cells for solar hydrogen pro-
duction. When hematite are in this size region (nm) the optical properties are
effected, introducing additional complications for efficient design of a device.

To investigate this phenomena a thickness series with a total of 35 samples
were deposited, ranging from 2 nm up to 70 nm, the thicknesses are sum-
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marised in the supplementary information in Paper I. The iron oxide were
deposited on FTO substrates with different number of ALD cycles (50 to 600
cycles) to obtain the different thicknesses. Since the decomposition of the pre-
cursor occurred, each deposition gave similar, but not the exactly same thick-
ness. A total of seven depositions were therefore necessary for the thickness
series. This behaviour is more thoroughly described in Section 5.4.

Carbon monoxide were used as carrier gas to deposit thicker films (Section
5.4). To obtain hematite films, a post annealing step at 500 ◦C for 8 hours in
air were performed on all the samples. This was necessary since the deposited
film using CO as carrier gas consist of maghemite (Section 5.4). After the
annealing step, the films were characterised using Raman and XRD, shown in
Figure 5.24.

From the XRD data it is evident that the desired phase transition from
maghemite to hematite occurs. When Si(100) was used as substrate this was
straightforward (Paper I) but when FTO were used the peaks from hematite
were difficult to detect, due to the signal from the substrate. As the θ -2θ ge-
ometry were used for the FTO films the substrate became more visible, com-
paring with GIXRD which was used for the films deposited on Si(100) (found
in Paper I). However, the observed peaks were in agreement with hematite
reflexes, especially at 33◦, where no overlap from maghemite is present.
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Figure 5.24. Left) XRD on annealed iron oxide (red) and the FTO substrate (black).
The inset is the region where the hematite reflexes are visible. Right) Raman spectra
from a selective number of films in the thickness series. The FTO substrate is included
in the bottom of the figure. The ordinate axis’ units are arbitrary.

Raman measurements were carried out on a selective number of the films
and hematite was observed in all the samples. At a lower thickness the sig-
nal from hematite were smaller and almost indiscernible from the background.
Compared with similar films annealed at higher temperature (described in sec-
tion 5.4) the shift at 660 cm-1 was missing or very small. The annealing were
necessary when using Fe(CO)5 and O2 as precursors, while if ferrocene would
be used this step would probably not be necessary.

To be able to compare the relative intensities regarding the film thickness,
the background was removed and all the spectra were normalised to the 412
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cm-1 shift, shown in Paper I. The Raman data show no anisotropic phonon
confinement in the films thicker than 5 nm, as no relative peak intensities,
broadening or shift could be detected. However, the data show a general sup-
pression of all phonon modes with a vaguely stronger suppression of the shift
at 297 cm-1. This general suppression thus seem to be an effect of isotropic
phonon confinement.

XPS were performed to investigate the carbon content in the films (Sup-
plementary informtion in Paper 1). A sputter profile showed that carbon was
detected on the surface, but in the film the signal decreased down to the de-
tection limit of the instrument, which is below 1%. The origin of the carbon
on the surface is due to that the sample had been exposed to air prior the mea-
surement. However, this conclude that no ligands from the Fe(CO)5 were left
in the film. Either they reacted with the O2 pulse, or decomposed, and were
flushed away by the purge pulse.

The SEM images (Figure 5.25), show that films starts to nucleate as islands.
The islands coalesce to a film at a thickness between 6 nm and 11 nm. From
the SEM images it can be seen that the deposited iron oxide films are nano
structured, as described more in detail in Section 5.5.

FTO substrate 4.5 nm Iron oxide on FTO 11.4 nm Iron oxide on FTO 34.8 nm Iron oxide on FTO6.6 nm Iron oxide on FTO

200 nm 200 nm 200 nm 200 nm 200 nm

Figure 5.25. SEM images of four different thicknesses of the deposited iron oxide.
The FTO substrate is included for easier interpretation.

The UV-Vis measurement were performed on all the deposited films (set-
tings described in Section 4.7). With UV-Vis, several features could be ex-
tracted. The optical measurements are shown in Figure 5.26 b,c). For an
easier interpretation, all the curves in the figure are normalised, using the peak
around 380 nm. From the figures it can be seen that both the absorption max-
ima, and the band gaps, are shifted to higher energies for the thinner films.
There is also a dependence of the relative absorption in the visible, between
450 and 650 nm – here the behaviour of the shoulder at longer wavelengths is
different depending on the thickness.

The maximum of the absorption change to longer wavelength (red shift).
The red shift was in the order of 200 meV, when going from thicknesses 4 to
20 nm. After 20 nm, the absorption maximum becomes independent on the
thickness of hematite, illustrated in Figure 5.27 c). A shift of the absorption
edge is an indication of quantum confinement [233]. The blue shift of the ab-
sorption maximum for thinner films is an indication of a change in the density
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Figure 5.26. a) Raman measurements for a subset of the hematite films. b) Optical
measurements of all the films, the data are normalised with respect to the absorption
maximum. c) Optical measurements of a subset of the film for an easier view how the
absorption maximum changes with thickness of the film.

of states in the valence and/or conduction bands (as described in the model in
Section 2.1), or in the orbital overlap for thin hematite films.

As previously mentioned (Section 2.2.1), hematite is an indirect semicon-
ductor. The indirect band gap vary between 1.9 to 2.2 eV [48, 234] depending
on the synthesis route used. All indirect semiconductors also possess a di-
rect transition located at higher energies. Quantum confinement, arising from
film thickness, could potentially affect the positions of both indirect and direct
band gaps, as well the probability for these transitions. Both transitions can
be sorted out from the experimental optical measurements, from which also a
quantitative measure of the thickness dependence can be achieved.

For the indirect band gap, a plot of the square root of the absorption versus
photon energy can be made. With an extrapolation of the linear region of the
data down to zero absorption gives the indirect band gap. Such a plot is shown
in Figure 5.27 b). The linear region is between 2.17 to 2.27 eV for films from
5 nm. For thinner films, below 5 nm, this linear region was less distinct and for
even thinner films this region was absent. This makes the model not reliable
for the thinner films. Until this point a shift towards smaller wavelength (blue
shift) of the indirect band gap was observed. The shift was 0.3 eV, as shown
in Figure 5.27 b). For thicker films an indirect band gap of 1.75 was observed,
whereas for the thinnest films the indirect band gap was slightly above 2 eV.
These values are in the lower region of values found in literature [48, 234].

The slope of the linear region, between 2.17 to 2.27 eV (Figure 5.27 b)
is an estimation of the absorption coefficient (transition probability). This
slope is similar down to 10 nm film thickness, for even thinner films the slope
decreases rapidly. This is in agreement with the disappearance of the indirect
transition for the thinnest films. The most probable cause for this behaviour
is from correlating the absorption to the phonon behaviour present. As an
indirect transition involves both the momentum transfer of a phonon and the
absorption of a photon. For small structures with small extensions in some
dimensions the spatial confinement could lead to a phonon suppression. This
is seen for the Raman data in Figure 5.26 a), which point to the phonons to
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be collectively suppressed for the thinnest films. This would decrease the
probability of photons and phonons interacting, which is a necessity for the
indirect transition. This is a reasonable explanation for the observations.
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Figure 5.27. a) Determination of direct band gaps for a subset of the films. b) Determi-
nation of the indirect band gap for a subset of the films. c) Positions of the absorption
maxima as a function of the thicknesses of the hematite films.

A direct transition is located at a higher photon energy, as discussed above.
The absorption in this narrow energy interval is proportional to the square root
of the energy split between the energy of the light and the band gap. The
direct band gap can therefore be obtained by plotting the square of the absorp-
tion versus photon energy and extrapolating the linear region slightly above
the band gap down to zero absorption. For an indirect semiconductor, this
process is superimposed on the absorption, from the indirect transition. This
could interfere with the analysis of the direct transition. However, the direct
transition is a more probable process, which thus is stronger than the indirect
transition and therefore make the analysis to be fairly accurate. In Figure 5.27
a), the square root of the absorption is plotted versus photon energy where two
linear regions are found: the first between 2.45 to 2.60 eV and the second at
slightly higher energies as expected.

The first region point to the presence of a direct transition for the thicker
films around 2.15 eV. A blue shift for this transition is also observed where a
shift of 0.3 eV is shown, Figure 5.28 b). For the second direct transition the
blue shift is as large as 0.45 eV. The blue shift starts to occur at around 20 nm
and accelerate towards the thinner films. This is an expected behaviour of an
indirect transition.

The slope of the linear regions in Figure 5.27 a), relative to the probability
of transition, differs with film thickness, as seen in Figure 5.28 c). The first
direct transition decrease around 20 nm, and give very low probabilities for
transition for the thinner films. For the second transition the slope increases
with similar behaviour as the first transition. It is thus found that the probabil-
ity of absorption for more energetic photons is increased in the thinner films
at the expense of the absorption for the less energetic. This behaviour can be
explained by electronic quantum confinement for the thinner films, which de-
crease the density of states for the lowest lying states in the conduction band.
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Figure 5.28. a) Indirect band gap as a function of the thickness of the deposited
iron oxide. b) The energetic positions for the two direct transitions versus the film
thickness fort all the samples. c) Slope of the linear regions in 5.27 a) as a function of
film thickness.

To summarise the optical measurements, a blue shift is observed for the
absorption maximum for films with a thickness below 20 nm. This show a
change in the electronic structure, either a change in the density of states or
in the orbital overlap for thin hematite films. A blue shift is also found in the
absorption edges for both the direct and indirect transition, for the thinner films
(<20 nm). It is also seen that the probability for absorption for the indirect
transition at shorter wavelengths becomes smaller for the thinner films. This
corresponds to a decrease in total optical absorption, in the visible region of
the electromagnetic spectrum.

When hematite is used as a photo anode, the surface region will experience
band bending where the holes are migrated to the surface and the electrons
to the back contact. After this region, any charge separation is controlled by
diffusion, with a hole diffusion length for hematite of only 2-4 nm [44, 68].
The thickness of the effective charge separation layer is then in the order of 17
nm or thinner [235]. The results here show that the absorption in this region is
smaller than previously thought and has to be considered in an optimal device
design.
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6. Summary and Conclusion

In this thesis, atomic layer deposition a thin film deposition technique has
been used to deposit the metal oxides: TiO2, α-Fe2O3, γ-Fe2O3 and Fe3O4.
The aim of the study of the iron oxides were to investigate how the substrate
influences the deposited film, what influence a carrier gas can have on the film,
and how annealing of hematite films can enhance their photoelectrochemical
performance. The aim of the TiO2 films were to study how ultra thin films can
improve 3D structured anodes.

Titania
TiO2 were deposited from TiI4 and H2O as precursors on high aspect ratio alu-
minium pillars, with an excellent step coverage as deduced from TEM studies.
At 200 ◦C the anatase phase was deposited, whereas at 300 ◦C the rutile phase
was obtained. By using an thin film as cathode material in a battery, on the
current collector the total capacity were increased 10 times, compared to a 2D
system for the same footprint area 6.1 (Paper V).

Iron oxides
Iron oxide were deposited using two different iron precursors: ferrocene (Fe(Cp)2)
and iron pentacarbonyl (Fe(CO)5) together with O2. The Fe(CO)5 and O2 were
used for depositions in Picosun while Fe(Cp)2 and O2 were used for the iron
oxide depositions in a hot wall tube reactor, as well in Picosun.

Nucleation and substrate dependance

The nucleation and substrate dependance study were performed with Fe(Cp)2
and O2. The different substrates used were TiO2, Al2O3, Si (100), FTO and
Quartz. The substrate dependence was obvious. A higher growth rate was
observed on TiO2 and Quartz, whereas on Si(100) and Al2O3 the growth rate

Figure 6.1. Illustration of how the surface are increases with pillars compared with a
flat surface on the same footprint area.
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was smaller, shown in Figure 5.14. The deposited material started to nucleate
as islands on all the samples, and crystalline material was first observed at 20
nm film thickness. The exception was the iron oxide deposited on FTO, where
hematite were observed below 10 nm. Annealing of the iron oxide deposited
on Quartz showed that hematite could be formed at lower thicknesses.

Substrate dependance and carrier gas dependance

The Fe(CO)5 and O2 as precursors were used to examine the diffusion of
species from the FTO substrate in iron oxide upon annealing in different en-
vironments, influence of another carrier gas, and the optical properties of
hematite films from 2-70 nm.

The influence of carrier gas, N2 and CO together with either FTO or Si(100)
substrate was tested. The results are summarised in the reactions below:

4Fe(CO)5 +3O2
N2/FTO−−−−→
300 ◦C

2α−Fe2O3(s)+20CO(g) (6.1)

4Fe(CO)5 +3O2
CO/FTO−−−−→
300 ◦C

2γ−Fe2O3(s)+20CO(g) (6.2)

4Fe(CO)5 +3O2
N2/Si
−−−→
300 ◦C

2α−Fe2O3(s)+20CO(g) (6.3)

3Fe(CO)5 +2O2
CO/Si−−−→
300 ◦C

Fe3O4(s)+15CO(g) (6.4)

The three iron oxides, hematite, magnetite or maghemite could be deposited
by changing either the substrate or the carrier gas (at the same temperature and
precursor used). This could be of interest if a multilayer structure is aimed for.
Instead of working with two different metal containing precursors the carrier
gas could be altered during the process giving a multilayer structure.

Diffusion of species from FTO into iron oxide upon annealing

The diffusion experiment was motivated from the knowledge that when hematite
is doped the photocatalytic performance is increased. A set of iron oxides films
on FTO were deposited and annealed in either vacuum or air, at temperatures
between 550 ◦C and 800 ◦C.

Diffusion of silicon, tin and fluorine were observed using HAXPES. At
higher temperatures the diffusion of the species increased. But the diffusion
was also seen at the lowest annealing temperature. Figure 6.2 illustrate the
tin diffusion, from the Fe 2p core level region it is visible that the tin signal
(Sn 3p3/2) increase with temperature. By using HAXPES, depth profiling was
possible by changing the photon energy, revealing that the film did not change
in composition, at the information depth reached using 6015 eV in photon
energy. Sputtering of the samples made the film oxygen deficient, inducing a
phase transformation from maghemite/hematite into wustite and metallic iron.
This made the HAXPES measurement crucial for depth profiling.
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The annealing also influenced the morphology of the iron oxide.

740 735 730 725 720 715 710 705
Binding Energy [eV]

HAXPES taken at 3000 eV

RT

550 °C

700 °C

800 °C

Fe 2p spectra for films annealed in air

Sn 3p3/2

Figure 6.2. HAXPES for the Fe
2p core level, showing the Sn dif-
fusion.

For films annealed in air the structure co-
alesced to form bigger grains, whereas in
vacuum the grains were smaller, since the
environment suppressed grain growth.

The annealing environment also played
a crucial role since the annealed samples
in air were hematite, whereas the films an-
nealed in vacuum were magnetite. This
was observed using a combination of Ra-
man spectroscopy, X-ray diffraction and
hard X-ray photoelectron spectroscopy.

The films annealed in air showed an
improvement in their photocatalytic be-
haviour, and photocurrent up to 0.23
mA/cm2 was observed in the photooxi-
dation of water. The as deposited film
(hematite) and the films annealed in vac-
uum, were not photoactive at all. It can
be concluded that the doping of hematite
is crucial for the use of hematite in photoelectrochemical devices.

Quantum confinement

For the investigation of optical properties in low dimensional hematite a series
of samples, ranging from 2-70 nm were produced.
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Figure 6.3. Absorption maximum change
with film thickness.

The films were annealed at 500
◦C for 8 hours in order to form
hematite, and investigated with Ra-
man spectroscopy and XRD to be
certain of good film quality. The
absorption maximum was shifted to
higher energies for films thinner than
20 nm, visible in Figure 6.3. Re-
vealing that the electronic structure
change for films thinner than this.
For the thinner films a blue shift
were observed for both the indirect
and the direct transition. This knowl-
edge is of great importance for ap-
plication of hematite as material for solar water splitting or other light active
applications.
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Future prospects

For future work it would be interesting to locate the optimal annealing tem-
perature, time, thickness and doping ratio in hematite. So a tailor made device
could be tried to evaluate the limits of hematite for a solar water splitting ap-
plication. Also to investigate the diffusion process of Sn, Si and F would be of
great interest. Since there are very few articles investigating the diffusion of
Si and F.

The logical following step is to deposit pyrite FeS2 which is a very interest-
ing material for solar cells due to its extraordinary high absorption coefficient.
Precursors for an ALD process for depositing FeS2 should be possible to find
since there is a large amount of articles of metal sulphides deposited with
ALD. Similar investigations would then be necessary to obtain the same in-
formation given in this thesis, how the band gap varies with size, absorption
properties, possible dopants to mention a few areas.
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7. Svensk sammanfattning

Egenskaper hos material är av yttersta vikt när de är tillverkade för ett speci-
fikt användningsområde. Med hjälp av tunna ytskikt kan man ändra egen-
skaper på ytan av materialet som ligger under. Det kan räcka med allt ifrån ett
par nanometer (1 nanometer (nm) är en miljarddels meter – 0.000000001 m)
till mikrometer (1 mikrometer är en miljondels meter – 0.000001 m) tjocka
filmer. För att kunna göra högkvalitativa filmer behövs en pålitlig tillverkn-
ingsteknik. Och när man kommer ner till tjocklekar i nanometer området så
ställer det höga krav på tillverkningsprocessen, då det inte är många atomlager
som utgör en nm. Till exempel så har det visat sig vara tillräckligt med 3 nm
Al2O3 på litiumpartiklar för att ett batteri inte skall tappa i verkningsgrad med
tiden. 2010 års nobelpris var baserat på grafen som är ett atomlager med kol,
hexagonalt ordnade, vilket har en tjocklek på endast 0.34 nm.

Tjockleken på de filmer som diskuteras i den här avhandlingen är mellan
2 och 70 nm. Detta är väldigt tunt, men kan ändå ändra egenskaperna och
materialets utseende helt.

En teknik som klarar av att deponera ett atomlager åt gången är atomlager
deponering ("atomic layer deposition") (ALD). Tekniken bygger på att man
har molekyler (reaktanter) i gasfas som reagerar med en yta, men inte med
varandra i gasfas. Genom att ha två reaktanter och separera dem med hjälp
av en inert gas kan man bygga upp material atomlager för atomlager. Genom
att styra hur många pulser av de olika reaktanterna man använder kan man
bestämma tjockleken av det deponerade materialet. Figur 7.1 är en illustration
av tre atomlager av en substans med strukturformeln AB2. ALD har fördelen
att man får en jämn tjocklek av materialet på ytan – även på porösa och på
strukturerade material, detta tack vare att reaktanterna separeras.

Figure 7.1. Illustration av tre cykler.

Ett exempel på en ALD process är om man skulle kombinera titantetraklorid
(TiCl4) och vatten (H2O) som bildar titandioxid TiO2 (Figur 7.1) med saltsyra

95



(HCl) som restprodukt. Restprodukten forslas bort av en inert gas varpå cykeln
kan börja igen och ytterligare lager med titandioxid deponeras.

ALD är en tillverkningsteknik som används industriellt, t.ex. vid produk-
tion av RAM-minnen till datorer. I RAM-minnen är man ute efter att ha en
bra stegtäckning (d.v.s. täcka en strukturerad yta helt och hållet) i väldigt små
kretsar. Andra applikationen kan vara ute efter att livslängden skall öka på en
komponent, ofta är dessa filmer är tjockare.

Under min tid som doktorand har jag använt ALD för att göra tunna filmer
av titandioxid och olika järnoxider. Det stora målet i projekten jag har varit
involverad i har handlat om att försöka lösa någon form av energirelaterad
fråga. Mitt fokus har dock främst varit på deponeringen, och analys av olika
typer av filmer som växts med hjälp av ALD eller liknande tekniker.

TiO2 deponerades på aluminiumstavar. Den stora anledningen till att an-
vända 3D strukturer är att man ökar den effektiva ytarean, vilket illustreras i
Figur 7.2. Dessa stavar kan användas i mikrobatterier, eller solceller.

Figure 7.2. Jämförelse hur ytarean ökar när
man har struktur på ytan. Bilden visar ex-
empel när man har pelare på ytan.

Genom att ha en nanustrukturerad
yta med TiO2 lyckades vi öka ka-
paciteten hos batteriet 10 gånger,
jämfört med en plan yta. Tunnfil-
men gjorde även att batteriet ej mat-
tades ut, utan kom upp i likvärdig
kapacitet efter att urladdning hade
gjorts.

Järnoxider som behandlas i avhandlingen är wustit FeO, hematit α-Fe2O3,
magnetit Fe3O4 och maghemit γ-Fe2O3. Järnoxider är intressanta eftersom de
är miljövänliga och stabila – två nödvändiga egenskaper om de ska användas
i stor skala för någon tillämpning. Till exempel är rost en form av järnoxid –
ett nödvändigt ont kanske man tänker – men järnoxider har många intressanta
applikationsområden. Ett område som ökat intresse det senaste årtiondet är att
använda hematit som solcellsmaterial, alternativt för vätgasproduktion med
hjälp av solljus.

Alla materialegenskaper hos hematit är dock inte ideala för den senare
applikationen – den största nackdelen är att hematit besitter en "kort diffu-
sionslängd för de fotogenererade hålen". När solljus träffar materialet så ab-
sorberar materialet energin genom att en negativt elektron hamnar i ett högre
energitillstånd, den lämnar efter sig ett "hål" som är positivt laddat (summan av
laddningarna skall vara noll). För att vi ska kunna dra nytta av elektronen och
hålet måste de kunna separeras – stannar de för länge i närheten av varandra
så finner de varandra åter och energin absorberas som värme eller återutsänds
som en foton. Att hålen har en kort diffusionslängd innebär att de stannar
länge på samma ställe och det är alltså lätt för elektroner att hitta dessa. Detta
medför att hematit måste vara i form av nanopartiklar eller tunna filmer för att
de skall fungera inom ovanstående föreslagna applikationer, vilket potentiellt
minskar materialets konkurrenskraft i förhållande till andra material.
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Jag har till stor del fokuserat på tillverkande av tunna filmer av järnoxid.
Detta för att karakterisera ett flertal olika aspekter hos materialet: kunna de-
ponera rätt fas av järnoxid, då det är små skillnader hos de ovan nämnda
järnoxiderna, betydelsen av vilket substrat som används, hur den bärgas som
används under tillverkningsprocessen påverkar slutprodukten, samt hur diffu-
sion från substratet kan förbättra egenskaper hos hematit.

Det substrat som användes, visade sig ha stor betydelse på den deponer-
ade järnoxiden. Vid användandet av fluordopad tennoxid (FTO) kunde man
se att hematit tillkom redan vid en tjocklek av runt 5 nm. På de andra sub-
straten observerades hematit först vid en tjocklek av runt 20 nm. Även tillväx-
thastigheten skiljde sig åt beroende på substrat. Anledningen till dessa olika
beteenden är troligen att vissa substrat matchar hematits struktur bättre än de
andra – detta gör att tillväxten blir hastigare på dessa substrat.

Betydelsen av vilken bärgas som användes under ALD processen visade
att man kunde styra vilken fas av järnoxid som deponerades. Genom att an-
vända kolmonoxid (CO) istället för kvävgas (N2) som kunde vi växa antin-
gen γ-Fe2O3 (med CO) eller α-Fe2O3 (med N2) på FTO. När kisel använ-
des som substrat fick man dessutom Fe3O4 vid användandet av CO som bär-
gas. Genom att skräddarsy tillverkningsprocessen kunde vi därför deponera
tre olika järnoxider.

Ett möjligt sätt att öka prestandan hos hematitbaserade komponenter för
vattensplittring är att värma den film som deponerats på FTO i luft till ca.
800 ◦C. Ett alternativ eller komplement till detta är att modifiera innehållet i
filmen genom att addera andra atomslag (dopning). Båda strategierna har till
syfte att ändra på de elektroniska egenskaperna hos kombinationen av substrat
och tunnfilm så att vattensönderdelningen blir så effektiv som möjligt.

För att se om det fanns någon diffusion av ämnen från subtratet vid up-
pvärmning av hematit gjordes det filmer med ungefär samma tjocklek, mellan
40-60 nm. För att kunna undersöka möjlig diffusion utfördes analyserna med
hjälp utav synkrotronljusbaserad fotoelektronspektroskopi (XPS). Den stora
fördelen med den här tekniken är att man kan undersöka olika djup i provet,
genom att ändra den inkommande fotonenergin, utan att förstöra provet. För
att kunna göra en djupprofil genom att ändra fotonenergin utfördes dessa ex-
periment med hjälp av synkrotronljus på Bessy II i Berlin. Värmebehandling
gjordes vid temperaturer mellan 550 ◦C och 800 ◦C i luft och i vakuum. Dif-
fusion från subtratet var tydlig vid alla temperaturer, med en ökning vid de
högre temperaturerna. Från resultaten kunde man se att både tenn och kisel
diffunderade från substratet, även fluor observerades på ett prov.

Efter värmebehanlingen sågs även att de prov som värmebehandlades i luft
omvandlades till hematit, och de som värmebehandlingen i vakuum omvand-
lades till magnetit.

Med hjälp av diffusionen fick vi en ökad fotokatalytisk aktivitet på filmerna
som värmebehandlades i luft. Medan den ursprungliga filmen och de behand-
lade i vakuum inte visade upp någon fotokatalytisk aktivitet alls. Vilket visar
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att värmebehandling är viktigt om tunna filmer av hematit skall kunna an-
vändas för vätgasproduktion genom att med solljus att sönderdela vatten, 2
H2O −→ 2 H2 + O2.

Det gjordes även en undersökning om hur tjockleken på hematit påverkade
absorptionen av fotoner. En tjockleksserie mellan 2 till 70 nm av hematit
på ledande glas deponerades med ALD. De optiska mätningarna visade att
absorptionen ändrades och berodde på tjockleken. Absorptionsmaximat än-
drades mot högre energier för hematitfilmer tunnare än 20 nm. Våra resultat
visar att hematit behöver en större absorptionsvolym än vad tidigare angivits,
då den optiska absorptionen minskar i det synliga området för tunnare filmer
än 20 nm.

Det betyder inte att hematit blir ointressant för vätgasproduktion, men att
det finns hinder att övervinna för att få materialet att fungera optimalt i denna
tillämpning. I den här avhandlingen så har vi undersökt ett antal olika sätt att
kringgå några av dessa hinder.
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