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Unlike most quantum systems which rapidly become incoherent as temperature is raised, strong
correlations persist at elevated temperatures in S = 1/2 dimer magnets, as revealed by the unusual
asymmetric lineshape of their excitations at finite temperatures. Here we quantitatively explore
and parameterize the strongly correlated magnetic excitations at finite temperatures using the high
resolution inelastic neutron scattering on the model compound BaCu2V20Og which we show to be an
alternating antiferromagnetic-ferromagnetic spin—1/2 chain. Comparison to state of the art com-
putational techniques shows excellent agreement over a wide temperature range. Our findings hence
demonstrate the possibility to quantitatively predict coherent behavior at elevated temperatures in

quantum magnets.

In the study of unconventional states of matter, quan-
tum magnetic materials with their strong correlations
play a crucial role [1-5]. Quantum mechanical coherence
and entanglement are intrinsic to these systems, both be-
ing relevant for potential applications in quantum devices
[6, 7]. However, the question arises for their persistence
when increasing temperature. Intuitively, one expects
temperature to suppress quantum behavior, as typically
encountered in the study of quantum criticality [8]. In-
terestingly, this is not always the case, and in certain sys-
tems, e.g. in the presence of disorder, coherent behavior
is not simply suppressed by temperature, but rather an
interesting interplay develops [9, 10], which can lead to
counterintuitive behavior such as the increase of conduc-
tance through molecules with temperature [11].

Another example is the extraordinary coherence of the
magnetic excitations at elevated temperatures. This was
theoretically predicted for 1-dimensional (1D) gapped
quantum dimer antiferromagnets (AFM) by using inte-
grable quantum field theory [12] and was experimentally
confirmed on the strongly dimerized spin—1/2 AFM al-
ternating chain compound copper nitrate, which has a
spin-singlet ground state and gapped triplet excitations
(henceforth referred to as triplons [13]) confined within
a narrow band [14]. Here, the triplons interact strongly
via the AFM interdimer coupling and also via an effec-
tive repulsive interaction due to the hard-core constraint.
The resulting strong correlations lead to the experimen-
tally observed asymmetric broadening of the lineshape
with temperature [14, 15]. So far, such experimental data
was compared to exact diagonalization data from small
systems and to results from low-temperature expansion
around the strongly dimerized limit of Heisenberg spin-

1/2 chains [16, 17]. Further experimental studies revealed
that the strongly correlated behavior at elevated temper-
atures is not restricted to 1D systems. It was recently
observed that the lineshape in the 3-dimensional (3D)
coupled-dimer antiferromagnet Sr3CraOg also becomes
asymmetric and increasingly weighted towards the cen-
ter of the band as temperature increases [18, 19]. So
far, no reliable theoretical approaches on the microscopic
level are available which capture large systems beyond
the limit of strong dimerization. The development of such
techniques is crucial to provide a quantitative description
of the strongly correlated behavior at finite temperatures.

The scope of this Letter is to report the compari-
son of two currently developed theoretical approaches
with quantitative predictive power to experimental data.
These approaches are based on matrix product states
(MPS) or density-matrix renormalization group (DMRG)
techniques [20-22] and on the diagrammatic Briickner
approach on top of Continuous Unitary Transformations
(DBA-CUT) [23, 24], respectively. They provide an ac-
curate description for the strongly correlated behavior
of the magnetic excitations at finite temperatures in the
dimer compound BaCuyV50g. High resolution inelas-
tic neutron scattering (INS) measurments are compared
with the theoretical approaches. The analysis of the ex-
perimental and theoretical results reveals accurate quan-
titative agreement between the experimentally observed
and the theoretically predicted strongly correlated be-
havior at finite temperature. This is our first key result.
Because the couplings in BaCuyV2Og have been strongly
debated in the literature our second key result is to de-
duce the Hamiltonian of this compound and show that
it is a highly dimerized antiferromagnetic-ferromagetic
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FIG. 1. (Color online) (a) Crystal structure of BaCuzV2Os
(the Ba®" are omitted) showing the two proposed models of
the dimerized chain arrangement along the c-axis: first model
with exchange paths J{ (dashed line) and J (solid line) re-
sulting in two independent non-interacting dimerized linear
chains [25]; second model with exchange paths J; (dash-
dotted line) and J2 (solid line) leading to a single dimer-
ized screw chain [26]. (b) xpc as a function of tempera-
ture for a 1 T magnetic field applied parallel and perpendic-
ular to the c-axis. The solid line is the coupled dimer model
[27, 28] where the g-factors and exchange constants were fit-
ted (Jintra = 39.8 + 0.13 meV, Jinter = —9.87 + 2.64 meV,
gjje = 2.09, g1 = 2.27). The dashed and dash-dotted
lines are DMRG results with the exchange constants fixed
to the values for the AFM-AFM and AFM-FM models, re-
spectively; only the g-factors were fitted. All fits included
additional terms to account for paramagnetic impurities and
van Vleck susceptibility. The AFM-FM model yields an
anisotropic g-factor gj|. = 2.144+0.015 and g, . = 2.2940.015.
In BaCuyV20Og the plaquettes contain the c-axis and rotate
about it; 9||plaquette = J|lc = 2.12 £ 0.03 and Jlplaquette =
291c — g||c = 2.44 £ 0.03 in agreement with other cuprates
with square planar coordination [29-33].

chain correcting the long-held view that the interdimer
coupling is AFM or negligible. This observation implies
our third key result that the presence of strongly corre-
lated behavior in gapped dimer systems is independent
on the sign of the interdimer coupling.

Crystal structure.—BaCuyV4Og has a tetragonal crys-
tal structure (space group 142d, lattice parameters a =
b = 12744 A, ¢ = 8.148 A). The magnetic Cu®* ions
(S = 1/2) are coordinated by O?~ ions in square-planar
geometry and these CuOy plaquettes form edge-sharing
pairs which rotate about the c-axis and are oriented with
the c-axis lying within the plaquettes (Fig. 1(a)). Pre-
vious xpc [25, 34-36], specific heat [25] and °'V nu-
clear magnetic resonance [36, 37] measurements revealed
a non-magnetic ground state with excitations above a
gap of size A =~ 31.0 — 40.5meV. This implies that the

Cu?* ions are coupled into dimers by a dominant AFM
intradimer interaction (Jintra), resulting in a spin-singlet
ground state and gapped triplon excitations. The in-
terdimer interaction (Jinter) was previously assumed to
be AFM with strength between 0% and 20 % of the in-
tradimer coupling [25, 34-37].

The exchange paths responsible for the Jit;. and
Jinter coupling are strongly debated in the literature
[25, 26, 34, 35]. Two models for BaCusV2Og have been
suggested (Fig. 1(a)). The first, which assumes the paths
Jo and JY, gives rise to almost straight independent non-
interacting dimerized double chains parallel to the c-axis
[25]. The second, which consists of J; and Ja, couples
the Cu®* ions into a single alternating screw chain [26].
Both suggest that the AFM Jiyter arises via the superex-
change path J, (Cu-O-Cu) [26] between the two Cu?*
ions within the edge-sharing plaquettes while the Jintra
is realized via AFM super-superexchange path J; or J;
(Cu-O-V-O-Cu) [26]. The second model is favored by
two band structure investigations which predict that J;
and J are both AFM with ratio Jy/J; of 0.16 [26] or
0.05 [35], while J; is much weaker.

Methods.— Single crystals of BaCuyV20Og were grown
in the Crystal Laboratory at the Helmholtz Zentrum
Berlin fiir Materialien und Energie (HZB), using the
traveling-solvent-floating-zone method [38]. xpc was
measured using a superconducting quantum interference
device at the Laboratory for Magnetic Measurements,
HZB, over the temperature range 2-900 K. Single crys-
tal INS measurements were performed on the thermal
triple-axis spectrometer PUMA [39]. The magnetic ex-
citation spectrum was mapped out at 7' = 5 K using
double-focused pyrolytic graphite (PG(002)) monochro-
mator and analyzer with fixed final wavevector k; =
2.662 A~! giving an energy resolution of 2 meV. The line-
shape of the excitations was measured at the dispersion
minima (6,0,1) and (8,0,0), for temperatures in the range
of 3.5-200 K using a double-focused Cu(220) monochro-
mator and PG(002) analyzer with fixed k; = 1.97 A~!
to give a higher energy resolution of 0.74 meV. The ex-
citation spectra of BaCusV5Og were calculated in the
frequency-domain using DMRG-based Chebyshev expan-
sions [40] at zero [41-43] and finite temperature [44, 45]
taking into account the positions of the Cu?* ions [46].
At finite temperature, this approach is combined with
linear prediction [47, 48]. The diagrammatic Briickner
approach was used to compute the thermal fluctuations
of the strongly interacting hardcore bosons on top of the
effective model obtained by a Continuous Unitary Trans-
formation (DBA-CUT) [23, 24, 46]. Both calculations
were performed for the S = 1/2 alternating chain Heisen-
berg Hamiltonian

H = Z Jintra Si,1 - Si2 + Jinter Si2 - Sit11- (1)
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FIG. 2. (Color online) Background-subtracted INS data along
(a) (6,0,L) and (b) (H,0,5). The dashed and solid lines show
the one-triplon dispersion to fifth order for the Ji-J2 model
with AFM-AFM (J; = 40.75 meV, Jo = 9.16 meV) and
AFM-FM (Ji = 40.92 meV, J» = —11.97 meV) interactions,
respectively. DMRG results for the dynamic structure factor
for the Ji-J2 model with AFM-AFM interactions along (c)
(6,0,L) and (d) (H,0,5), and AFM-FM interactions along (e)
(6,0,L) and (f) (H,0,5). The anisotropic magnetic form factor
of the CuT ions is taken into account [49] and a resolution
broadening is included.

Deducing the Hamiltonian.—Figure 2(a)-(b) presents
INS data measured in the (H,0,L) plane at T = 5K.
The magnetic excitation spectrum consists of two gapped
branches which disperse along the L direction over the en-
ergy band 35.37 +0.05 meV to 45.56 £ 0.05 meV but are
dispersionless along the H and K directions. The modes
have the same periodicity and bandwidth, but are shifted
with respect to each other by half a period and alternate
in intensity. These results reveal that BaCuaV,Og is a
highly dimerized 1D magnet where the dimers are cou-
pled to form alternating chains along the c-axis while the
coupling within the ab plane is absent or negligibly small.
The presence of a structure factor with two modes implies
that these chains are not straight. Each mode is well re-
produced by the one-triplon dispersion of an alternating
chain [50, 51] assuming that either both interactions are
AFM (dashed line in Fig. 2(a)) or AFM and FM (solid
line, Fig. 2(a)). The extracted value of the alternating
chain periodicity (d = 4.04 + 0.04 A) is the same for both
modes and is half the c lattice parameter. This periodic-
ity corresponds to the alternating screw chain model (J;-
J2), while the linear chain model (J;-.J2) can be excluded
because it would have a periodicity of d = ¢ = 8.148 A.
Assuming that both the Jintra and Jipter interactions are
AFM high-resolution energy scans at the dispersion min-
ima and maxima were fitted using the fifth-order expan-
sion of the alternating chain dispersion [50] and give the
solution Jiptra = 40.75+£0.02 meV and Jipter = 9.16 0.1

meV. Equally good agreement was achieved for the AFM-
FM model with exchange constants Jintra = 40.92 +0.01
meV and Jipter = —11.97 £ 0.1 meV [46].

To distinguish between the alternating AFM-AFM and
AFM-FM screw chain models, DMRG computations of
the magnetic excitation spectra were performed. The
results for the (6,0,L) and (H,0,5) directions at zero tem-
perature are shown for the AFM-AFM (Fig. 2(c)-(d)) and
AFM-FM (Fig. 2(e)-(f)) models. In both cases gapped
modes are predicted, matching the experimental data in
terms of energy and periodicity. However, only the AFM-
FM model agrees with the observed intensity while the
AFM-AFM chain is clearly wrong since the intensities
of the two modes are interchanged with respect to the
experiment.

Static magnetic susceptibility verifies this result. Fig-
ure 1(b) shows the measured xpc for a magnetic field
applied parallel and perpendicular to the c-axis. While
these two directions have similar features, they have dif-
ferent amplitudes because of the anisotropic g-factor of
Cu?* in this compound (caption of Fig. 1). DMRG cal-
culations of x pc were performed with the intrachain ex-
change constants fixed to the values obtained for the
AFM-AFM and AFM-FM models. Best agreement is
found for the AFM-FM model confirming the FM nature
of the interdimer interaction. In addition the coupled
dimer model [28, 30] was fitted to the data by varying the
exchange constants and yields Jipgra = 39.8 + 0.13 meV
and Jipter = —9.87 £+ 2.64 meV again confirming the
AFM-FM model.

Our results reveal that BaCusV2Osg is an S = 1/2 al-
ternating screw chain with exchange paths J; and J, as
predicted by band structure calculations [26, 35]. How-
ever, in contrast to these predictions and to all previous
experimental work [25, 34, 36, 37] which assumed both
interactions to be AFM, we demonstrate that the weaker
interdimer coupling is FM. While we cannot determine
which of the two exchange paths is FM, it is most likely
that J; = Jintgra 18 AFM, while Jy = Jipger is FM. In-
deed, band structure calculations predict that the super-
superexchange path J; provides the strongest AFM inter-
action [26, 35] while the bridge angle of the J Cu-O-Cu
path is 94° and is close to the crossover from AFM to FM
according to the Goodenough-Kanamori-Anderson rules
[52-54].

Strongly correlated behavior.— Now we turn to the
question of whether BaCusV2Og hosts strongly corre-
lated behavior also at elevated temperatures. The alter-
nating AFM-FM chain has received little experimental or
theoretical attention since feasible physical realizations
are rare. Thus, BaCusV2Og provides the opportunity
to investigate the effect of temperature on a new unex-
plored dimer system. This is achieved by performing en-
ergy scans at several temperatures up to 200 K (Fig. 3)
at the dispersion minima ((6,0,1) and (8,0,0)) where the
deviations from symmetric Lorentzian behavior are most
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FIG. 3. (Color online) Background-subtracted constant wave-
vector scans at (6,0,1) and (8,0,0) measured at (a) 7' = 3.5 K
)T =100K (c) T=125K (d) T=150K (¢) T =175 K
(f) T =200 K. At T = 3.5 K the excitations are resolution
limited and the solid line gives the fit of the Gaussian function
(R(E) = G(Wg + B(E — Ey), E)) where the Gaussian width
We has been replaced by We — We + B(E — Ep) which re-
produces the asymmetric instrumental resolution function for
finite 3 [46]. At other temperatures the solid and dotted lines
correspond to the fits of Eq. (3) with « varied and o = 0, re-
spectively. The dashed and dash-dotted lines are results from
DBA-CUT and DMRG for the AFM-FM model, respectively.
Panels (g) and (h) show the temperature dependence of Wp,
and « from fitting the experimental data and theoretical re-
sults.

pronounced. Figure 3 shows that the excitations broaden
with increasing temperature and at the highest temper-
atures the lineshape appears asymmetric and weighted
towards the center of the band. By fitting the data at
175 K and 200 K to a symmetric Lorentzian L(W7, F)
(where W7, is the width and E energy) convolved with the
asymmetric instrumental resolution function R(E) given
by the lineshape at base temperature (solid red line in
Fig. 3(a)), it is immediately clear that the lineshape of
the excitations at these temperatures does not have the
symmetric Lorentzian profile represented by the dotted
red line in Figs. 3(e)-(f).

In order to capture the asymmetry, the conventional
width Wy in the Lorentzian function was replaced by
(Wr, — Wi 4+ a(E — Ey)) where a finite o makes the
lineshape asymmetric about the peak position Ey. Thus

the new fitting function F(F) is
FE)=A-L(WL+a(FE—-Ey),E)*xR(E). (2

Here A denotes the peak intensity. The solid red lines in
Figs. 3(b)-(f) present our best fits of F(E) to the exper-
imental data and reveal that the lineshape of the excita-
tions is asymmetric even down to 100 K. Figures 3(g)-(h)
display the extracted values of W, and of the asymmetry
parameter « as a function of temperature and show that
both increase with temperature.

Comparison with theory.— To verify the experimen-
tally observed asymmetric thermal lineshape broaden-
ing, we now compare it to theoretical results obtained
by DMRG and DBA-CUT at finite temperatures for the
AFM-FM model. Both approaches take account of the
Gaussian resolution broadening but not of the asymme-
try in the resolution function observed in the experi-
ment. The DMRG results at T = 100 K, 150 K, and
200 K reproduce the experimental data in Fig. 3(b),
(d), and (f) (dash-dotted blue line) assuming that the
intradimer coupling changes slightly as temperature in-
creases [46]. The dashed green line in Fig. 3(b)-(f) repre-
sents the dynamic structure factors computed by DBA-
CUT for 100 K, 125 K, 150 K, 175 K, and 200 K. Be-
cause the DBA-CUT peak positions are slightly offset
from the experimental peaks at elevated temperatures
[46] they were shifted for comparison to the experimental
lineshapes. Both techniques clearly predict asymmetric
lineshape broadening weighted towards higher energies at
finite temperatures. These two very different theoretical
approaches are in good quantitative agreement, with the
DBA-CUT approach better able to resolve the lineshape,
while the DMRG better obtains the peak position [46].
When fitting the theoretical results using F'(F) and tak-
ing into account their resolution functions [46], we extract
the temperature dependence of Wi, and « as plotted in
Figs. 3(g)-(h), showing good quantitative agreement with
the experiment. This confirms the persistence of correla-
tion effects in this system at elevated temperatures, and
in addition shows that this effect is independent of the
sign of the interdimer exchange coupling (see the SM [46]
for a comparison of lineshapes of AFM-AFM and AFM-
FM models).

Summary.— Combining currently developed theoreti-
cal approaches and high-precision inelastic neutron scat-
tering we quantitatively described the strongly corre-
lated behavior at elevated temperatures in the 1D gapped
dimer magnet BaCuyV30g up to relatively high tem-
peratures. Based on a customized fitting function the
asymmetry could be reliably captured and parameter-
ized. Our first key result is the very good agreement
between the experimentally observed and the theoreti-
cally computed lineshapes obtained by the DMRG and
the DBA-CUT approach which demonstrates accurate
prediction of coherent behavior in quantum magnets. In



this way, one can identify strongly correlated systems
which retain their coherence at elevated temperatures.
Our second key result is that we unambiguously estab-
lished the relevant Hamiltonian of BaCusV2QOg revealing
that it is a rare example of an alternating AFM-FM chain
and correcting all previous results which assumed it to
be an alternating AFM-AFM chain or an isolated dimer
system [25, 26, 35-37]. This finding implies our third
key result that strong correlations in dimerized quantum
magnets at elevated temperatures are independent of the
sign of the interdimer exchange coupling. Equipped with
these techniques and insights, we anticipate future in-
vestigations to explore how strongly correlated behavior
depends quantitatively on relevant parameters such as
the dimension of the system, the size of the spins, and
the statistics of the elementary excitations.
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SUPPLEMENTAL MATERIAL

Values of interchain coupling, size of the gap and
band width

In order to extract the values of the magnetic inter-
chain coupling and to determine the size of the energy
gap and the band width, the energy scans at the dis-
persion minima (6,0,1), (8,0,0), and the dispersion max-
imum (6,0,2) at the base temperature of T = 3.5 K
were fitted by the one-triplon dispersion relation [50]
convolved by the instrumental resolution function cal-
culated by the RESCAL software [55]. There are two
modes in the experimentally observed magnetic excita-
tion spectrum which have the same periodicity but are
shifted with respect to each other by half a period. Be-
cause of this shift the two modes provide different so-
lutions with opposite sign of the interdimer exchange
coupling Jy. Figure 4 shows the energy scans at (6,0,1)
and (6,0,2) which are the dispersion minima and disper-
sion maxima of the intense mode along the (6,0,L) di-
rection. The scans were measured at different fixed final
wave vectors of kf = 1.97 A=1 and k; = 2.662 A~! re-
spectively giving different energy resolutions of 0.86 meV
and 2 meV, as a result the peak at (6,0,2) is wider than
the peak at (6,0,1). The solid red line gives the fit of
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FIG. 4. Energy scans at the dispersion minima (6,0,1),
(8,0,0), and at the dispersion maximum (6,0,2). The solid
red line represents the fit of the (6,0,1) and (6,0,2) data by
using the fifth-order one-triplon dispersion relation convolved
with the instrumental resolution function. The dashed blue
line gives the fit of (8,0,0) using the same function.

one-triplon dispersion relation calculated to fifth order
[50] convolved by the instrumental resolution using the
RESCAL software and corresponds to the solution with
J1 = 40.92 meV and the ratio of Jy/J; = —0.2925 im-
plying that the interdimer coupling is Jo, = —11.97 meV.
The peaks are resolution limited with intrinsic widths of
0.01 meV while the observed asymmetric line shape of the
peaks are caused by the instrumental resolution function
in combination with the dispersion relation and are well
reproduced by the RESCAL software. The instrumental
resolution also affects the experimentally observed peak
positions shifting the peak observed at the minimum and
the maximum of the dispersion by = 0.15 meV towards
the center of the band. Indeed, the fifth-order one-triplon
dispersion relation gives the peak positions of Fgg1 =
35.37 & 0.05 meV and Fgp2 = 45.56 £ 0.05 meV which
are in agreement with the experimentally observed values
of Egp1 = 35.5+0.05 meV and Fggo = 45.49 £+ 0.05 meV
within the error of ~ 0.15 meV due to the resolution
effects.

The dashed blue line in Fig. 4 shows the fit of the dis-
persion minimum at (8,0,0) by the second mode which
corresponds to the values of J; = 40.74 meV and J/J; =
0.227 implying that the interdimer coupling is antiferro-
magnetic. A more accurate solution was extracted by
fitting the energy scans at (6,0,1) and (6,0,2) by the fifth-
order one-triplon dispersion shifted by half a period. This
yielded J; = 40.75 meV and Jo/J; = 0.225.



Analytical description of the instrumental resolution
function

As found in the previous section numerical computa-
tions of the instrumental resolution function using the
RESCAL software show that the data at base temper-
ature are described entirely by the resolution function.
Conventionally the Gaussian function is used to char-
acterize the instrumental resolution function. The en-
ergy scans at dispersion minima at (8,0,0) and (6,0,1) at
T = 3.5 K were fitted by using the conventional Gaus-
sian function (dashed green line in Fig. 5). The extracted
full width at half maximum (W¢) was found to be of
We = 0.863 £ 0.010 meV for the instrument settings
that were used and is associated with the instrumental
resolution broadening. This value is in good agreement
with the calculated value of 0.74 meV and the value of
Wea = 0.86 meV that was used in the DMRG and DBA-
CUT calculations at finite temperatures to take into ac-
count the resolution broadening.

However the conventional Gaussian function does not
reproduce the asymmetry of the line shape of the instru-
mental resolution function which was experimentally ob-
served to be weighted towards the center of the band and
was numerically reproduced using the RESCAL software
(see previous section). At finite temperatures, where the
intrinsic line shape broadens and can also become asym-
metric, contributions from both the resolution and this
intrinsic line shape broadening combine to produce the
observed asymmetric shape of the peak. Therefore, it is
important to distinguish the asymmetry due to the reso-
lution from that due to the intrinsic line shape. This was
achieved by introducing an asymmetric Gaussian func-
tion to analytically describe the instrumental resolution
function. This function is based on a normalized Gaus-
sian, where W is replaced by Wg + S(E — Ep) and 8
describes the asymmetry of the instrumental resolution
function

R(E) = Gaussian (Wg + B(E — Ey), E)

—(E—Ey)®

exp

2
_We _
2(2,/2 n(2) +B(E—Eo)

M(wﬁc—@ o EO)) - (3)

Here Ey denotes the peak position.

To quantitatively describe the asymmetry of the in-
strumental resolution function, the energy scans at the
dispersion minima (6,0,1) and (8,0,0) at the base tem-
perature of 3.5 K were fitted by the function R(E)
(solid red line in Fig. 5) and the extracted values of
Wea = 0.89 £ 0.03 meV and 8 = 0.1 + 0.04 were fixed
in the analysis at finite temperatures.
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FIG. 5. Energy scans at the dispersion minimum (6,0,1). The
solid red line represents the fit at (6,0,1) by using the function
R(FE) with parameters W¢g = 0.894+0.03 meV, 8 = 0.14+0.04.

Description of the fitting function F(F)

At finite temperatures the intrinsic line shape of the
excitations broadens and becomes asymmetric. An asym-
metric Lorentzian function is used to describe it where
the Lorentzian width W7, is replaced by Wy, 4+ a(FE — Ej)
and « parameterizes the asymmetry. This function has
to be convolved with the resolution function R(F) de-
termined at base temperature to reproduce the observed
line shape

F(B) =2 LW, +a(E - Eo), B) « R(E)

Wi (T)+a(T)(t—Eo(T))
2

Y
A oo
A T |
™ (t B (T))2 + (WL(T)+a(72“)(t7EO(T)))

— 00

—(E—t)?

2
2(2\/2"127(2)%@0)
X (4)

(5o +0(E-0)

The function F(E) was implemented using the MatLab
2012b Software and the infinite integral was replaced
by the definite integral over the interval [—150 meV,
150 meV].

The energy scans at the dispersion minima (6,0,1) and
(8,0,0) at finite temperatures were fitted using the func-
tion F(E) with the parameters W¢ and S of the resolu-
tion function R(FE) fixed to the the corresponding values
extracted at base temperature. The parameters of W,
and « were varied to describe the intrinsic asymmetric

exp




thermal line shape broadening of the magnetic excita-
tions.

DMRG calculations

The excitation spectra were computed directly in the
frequency domain for one-dimensional systems of finite
size and open boundary conditions. To this end, we em-
ployed DMRG-based Chebyshev expansions at zero [40-
43] and finite temperature [44, 45]. At T = 0 K, the
quantity of interest is the longitudinal dynamical struc-
ture factor

ST0w,Q) = S [(nlS3l0)* 6w — (B, — Eo))  (5a)

= (0] 52 d(w — (H — Ep)) 55 |0) (5b)
= M QTR (0] SF 5(w — (H — Ey)) S710) . (5¢)
B =G (W)

Here |n) and FE,, denote the eigenstates and eigenvalues
of the Hamiltonian H. For the Fourier transform of the
spin operator
1 _
Sz — ___— 67271'1 Q-R; S (6)
@ \% Natom zj: /

we use the real positions R; of Natom = 80 copper atoms
in BaCuyV,0g. It is important to take account of the
crystal structure since we could demonstrate that the
weaker dispersion in Fig. 2(a) of the main text is engen-
dered by the screw-chain geometry of the compound. The
momentum @ is specified by Miller indices Q = (H, K, L)
and S7 is the z component of the local spin operator act-
ing at site j. We perform an MPS-based expansion of
the dynamical spin structure factor in Chebyshev poly-
nomials [40-43]. Note that by subsequently convolving
the Chebyshev expansion with the Jackson kernel [40] we
introduce a nearly Gaussian broadening corresponding
to the experimental resolution. This also helps to avoid
Gibbs oscillations occurring as a consequence of the fi-
nite expansion order. Higher expansion orders enhance
the resolution since the broadening is inversely propor-
tional to the expansion order. For further details of this
approach refer to Ref. [45] and the references therein.
Equations (5b) and (5¢) now offer two different
schemes for the computation of the spectral function. In
the first case of Eq. (5b), @ is specified prior to one single
calculation in momentum space. More flexibility is pro-
vided by the scheme suggested in Eq. (5¢). Here the dy-
namical correlation functions G ;(w) are computed indi-
vidually in real space giving access to arbitrary momenta
in the postprocessing stage, at the expense of an increas-
ing computational effort by a factor ~ Nuom. More-
over, we exploit the reflection symmetry of the system

for Gy j(w). The latter computation scheme is therefore
advantageous in order to obtain the DMRG results along
various directions in @ space shown in Fig. 2 of the main
text. For these zero-temperature data we retain a maxi-
mal internal MPS bond dimension of m = 150. In each
Chebyshev iteration the error resulting from the varia-
tional compression is €compr < 10~Y. Since there are two
screw chains with different winding orientation in each
BaCuyV50g unit cell, the results are obtained as a su-
perposition of both screw chains.

In the T" > 0 case, we exploit a Liouville-space for-
mulation for the frequency-space dynamics which can be
implemented as a Chebyshev expansion for the Liouville
operator in a DMRG framework [44, 45]. This approach
is used to approximate the finite-temperature dynamical
spin structure factor given by

ST, Q) = 5 3 e B/ T 57 ) x
n,m
x (n|Sg|m) 6 (w — (Em — Ey)) .

Here Z =3, e~ En/(k8T) denotes the canonical partition
function and kg the Boltzmann constant. At T > 0, it is
computationally more expensive to compute the expan-
sion coefficients that are also called Chebyshev moments.
For details on this issue refer to Ref. [45]. We therefore
calculate only about 1000 moments using a higher MPS
bond dimension (m = 250) than at 7" = 0, leading to
a compression error of €compr < 1074, The computa-
tion proceeds directly in momentum space, i.e., by means
of the finite-temperature analogue of Eq. (5b). Subse-
quently, we extrapolate these computed moments with
linear prediction [56] in order to obtain a higher resolu-
tion allowing for a direct comparison to the experiments
in Fig.3 of the main text. For time-dependent DMRG,
linear prediction is an established method [57, 58] and it
has recently also been extended to determine Chebyshev
moments [47, 48]. In order to assess the quality of the ex-
trapolation at a given temperature, we varied the input
parameters for the linear prediction, e.g., the number of
computed Chebyshev moments and the training interval.
These data sets produced by linear prediction were then
fitted by the function in Eq. (4). The resulting fit param-
eters for the Lorentzian width W, and asymmetry « also
displayed a slight dependence on the fit interval at a fixed
temperature. The error estimates shown in Fig. 3(g)-(h)
of the main text represent the maximal deviation found
in our analysis. At 7" > 0, we only use the atom po-
sitions of a single screw chain consisting of Natom = 40
Cu?* ions for the Fourier transform in Eq. (6) since the
effect of a different winding orientation is negligible.



Diagrammatic Briickner approach

The diagrammatic Brckner approach was first intro-
duced for spin systems at T' = 0 in Ref. [59] and ex-
tended to finite temperature fluctuations in combination
with effective models in Refs. [60, 61]. The systematic
control parameter of the approach is the low density of
thermally excited hardcore bosons which is proportional
to exp (—A/(kgT)) where A is the energy gap.

The approach applies in any dimension and works di-
rectly in frequency and momentum space. The continu-
ation from Matsubara frequencies to real frequencies is
performed analytically.

Technically, we start from an effective model, which con-
serves the number of quasi-particles in the system. This
effective model is computed by a continuous unitary
transformation (CUT) [51, 62-67]. The effective Hamil-
tonian is written in terms of triplon operators acting on
the ground state of singlets on the dimers [64].

In first order of the parameter * = Jinter/Jintra, the ef-
fective Hamiltonian in terms of triplon operators is given
by

Her = Eo + Z Zt:'r,ati,a
% a
_r ft
1’7 b
ZZZt ittt hc.
e

€ 1 1 T T
+ 1 Z Z tiati olitt,olivt,a — tialiglivialivie
i aZe

(7a)

(7b)

+ O(2?).

Here o, ¢ € {x,y,2} denote the possible flavors of the
excited triplons and Ej is the ground state energy. The
operators tﬁ; create/annihilate a triplon of flavor a on
site ¢. They are hardcore bosons because on a single
dimer only one excitation is allowed at maximum. Note
that the index 7 labels dimers.

Since x =~ 0.3 in the case of BaCusV50Og, an order 6 cal-
culation for the CUT is sufficient to capture all quantum
fluctuations at zero temperature quantitatively, i.e., Hog
is known up to all terms in order z5.

On top of this effective Hamiltonian, we apply diagram-
matic perturbation theory to account for the thermal ef-
fects in the spectrum. The idea is to treat the hardcore
bosons as normal bosons, but with an infinite on-site in-
teraction.

The quantity of interest is the dynamic structure factor
which is related to the imaginary part of the Green func-
tion by means of the fluctuation-dissipation theorem

1

T>0 —
Szz (p,W) - 1— e—w/(kBT)

(®)

I (67 (p,) + G (p, —w)].

® =7 +F

FIG. 6. Self-energy diagrams in leading order in
exp (—A/(ksT)). The first diagram generates Hartree-like
diagrams and the second the Fock-like diagrams with a renor-
malized interaction given by the scattering amplitude I'.

r :%JFEJF{Z}JF---

FIG. 7. Definition of the scattering amplitude I'.

The imaginary part of the Green function is calculated
by the Briickner approach by means of the single particle
self-energy. In terms of diagrams, we have to sum all
contributions displayed in Fig. 6. Formally this translates
to the expression

se(P) = + 330+ ) GRRIT P+ K)

(9)

where N denotes the total number of sites, P and K
are 2-momenta, i.e., P = (p,iw,), and Gg¢ are the bare
Green functions. The scattering amplitude I' is the ef-
fective interaction between the hardcore bosons at finite
temperature. Its graphical representation is given in Fig.
7. The interaction vertices in Fig. 7 represent the lo-
cal repulsion U, which is sent to infinity to realize the
hardcore property. The scattering amplitude I" can be
calculated by using the Bethe-Salpeter equation,

UkgT
I*?(P) = lim N .
( ) U—oo 1 4 Ulj\]ng ZG%“(P—FK)GS(i)(—K)

K

(10)

To also take the additional interactions in Eq. (7¢) into
account, we apply a self-consistent Hartree-Fock decou-
pling similar to Ref. [68]. Hence we decouple all quartic
interactions other than the infinite local repulsion in the
effective Hamiltonian according to

ol t

T ~ 4T T
iabivd olivdanlivdse ™ <ti,a i+dm> biva, glivds.

[N

+ (th ot ot
i, i+d3,§ [/ Vitdy, ¢ it+d2,y
T T

+ <ti+d1,¢ti+d2,fy> tiabitds.e
T 1

+ <ti+d17¢ti+d37f> ti7ati+d27’)’

-+ const.

(11)



The decoupling has no effect on the imaginary part of
the self energy but it shifts the peak positions slightly. A
more sophisticated approach, which is subject of ongoing
research, is to include the additional interaction in the
Bethe-Salpeter equation, which yields the exact contri-
bution of the additional interaction in exp (—A/(kgT)).
Technically, all formulas are implemented on a finite size
grid in frequency and momentum space. Convolutions
are performed using fast Fourier algorithms of the FFTW
library [69]. Furthermore, the Green function is calcu-
lated self-consistently by replacing the bare Green func-
tion Gg in Eq. (9) and (10) by the interacting Green
function G.

Comparison of the theoretical results

Finally, we compare the finite-temperature results ob-
tained by the diagrammatic Briickner approach to the
DMRG calculations in Fig. 8, which shows the theoret-
ical data for a lower resolution than in Fig. 3 of the
main text. At the resolution we are comparing the re-
sults to each other, the DMRG-based computation of the
Chebyshev moments is well controlled, so that we do not
need to perform a linear prediction in the Chebyshev mo-
ments here. At the lowest temperature, 7' = 100 K, in
Fig.8(a)-(b), the peak heights are fixed to one. These
scaling parameters are also kept at higher temperatures
allowing for a direct comparison of the theoretical ap-
proaches. Concerning the evolution of the line shape
with temperature, there is very good agreement of the
two approaches up to 7' = 150 K. At T' = 200 K, there
is a slight deviation in the peak positions, which can be
explained by the low-temperature approximation inher-
ent to the diagrammatic Briickner approach. The leading
order exp (—A/(kgT)) is captured exactly but the shift
is an effect oc exp (—2A/(kgT)) so that deviations occur
[60].

In the left column of Fig. 8, we also show DMRG results
for different system sizes N,tom = 40 and 80. Since these
two DMRG curves are very close to each other, finite-
size effects seem to be negligibly small. Moreover, the
line shape is not significantly altered by adopting a one-
dimensional Fourier transform, which does not take ac-
count of the real atom positions, as used in the Briickner
approach.

We conclude that at the resolution shown in Fig. 8
both theories show an excellent agreement for the shape,
width, and temperature-dependence of height and good
agreement on the position at low temperatures. Devia-
tions between both approaches only occur for very high
resolutions as required for the quantitative analysis of the
experiment. This leads to the slightly different results for
width and asymmetry displayed in Fig. 3 (g) and (h) in
the main text.

[—DI\IRG Natom =40 v DMRG Nytom = 80

(a) T'= 100 K, min
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1.2
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FIG. 8. Comparison of finite-temperature results obtained
by the diagrammatic Briickner approach and DMRG at the
minimum (left column) and maximum (right column) of the
single-triplon dispersion (J; = 40.92 meV).

Temperature dependence of the intradimer
magnetic exchange coupling J;

Since BaCusV2Og is measured over a large tempera-
ture range, it is possible that small changes in the val-
ues of the exchange interactions J; and Jo occur as the
lattice distorts with increasing temperature. As a con-
sequence, at finite temperatures the peak positions are
affected by the combination of two factors: i) the energy
shift due to thermal effects on the magnetic system ii)
the energy shift due to changes of the magnetic exchange
interactions J; and Jy. The DMRG takes into account
the thermal effects and predicts a corresponding energy
shift. However the DMRG does not predict the temper-
ature dependence of the magnetic exchange interactions
as the ratio of Jy/J; = —0.29 was assumed to be tem-
perature independent (see Fig. 8). For the calculations,
the intradimer coupling was set to unity and thus the
energies were obtained in units of J;.

Figure 9(a) shows the DMRG calculations, which
are scaled to meV units using only the base tempera-
ture value of J; = 40.92 meV (assuming temperature-
independent interactions), in comparison to the exper-
imental data. Note that the peak positions from the
DMRG calculations can already be determined reliably
at a lower resolution than the experimental one. There-
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FIG. 9. Energy scans at the dispersion minimum (6,0,1) and dispersion maximum (6,0,2) at temperatures of 7' = 3.5 K, 100 K,
150 K, and 200 K compared to the corresponding DMRG calculations: (a) The DMRG calculations were scaled by using the
value of J; = 40.92 meV at all temperatures. (b) The DMRG calculations were scaled by using the temperature dependent
values of J; = 40.92 meV, 40.6 meV, 40.18 meV, 39.69 meV at T'= 0 K, 100 K, 150 K, and 200 K, respectively.

fore, the DMRG data at (6,0,2) are not as highly resolved
as at (6,0,1). The DMRG calculations display an off-
set with respect to the experimental data that increases
with temperature. The simulated DMRG data at both
the dispersion minima and dispersion maxima are found
at higher energy with respect to the experimental data.
Therefore this shift cannot be attributed to thermal ef-
fects.

Using the DMRG calculations, the predicted positions
of the center of the band (CB) for the temperatures
T =100 K, 150 K, and 200 K in units of J; were com-
pared to the experimentally observed center of the band
at the corresponding temperatures. This information was
used to extract the values of the magnetic exchange inter-
actions .J; as a function of temperature which are listed
in TableI. Figure 9(b) presents the DMRG calculations
which were scaled to meV units using the deduced val-
ues of J;1(T') plotted over the experimental data. Us-
ing this scaling, the DMRG calculations at (6,0,1) and
(6,0,2) are in a good agreement with the experimental
data and the remaining tiny shift of the simulated peaks
with respect to the experimental peak position positions
(by~0.15 meV) is caused by resolution effects (see first
section of this Supplemental Material).

Comparison of the AFM-AFM and AFM-FM
models at finite temperatures

Next, we compare the effect of the FM and AFM inter-
dimer exchange coupling J5 on the asymmetric line shape

Temperature| CB experiment| CB DMRG J1(T)
(K) (meV) (E/J1) (meV)
3.5 40.495 + 0.03 | 0.98961 |40.92 £+ 0.03
100 40.19 + 0.05 0.99 40.6 £ 0.05
150 39.92 £ 0.05 0.9935 [40.18 £ 0.05
200 39.65 +£ 0.1 0.999 39.69 + 0.1

TABLE I. Temperature-dependent values for the center of the
band (CB) determined from the experiment and DMRG used
to determine Ji(T).

broadening. The spectral function at the dispersion min-
imum was computed by DMRG for both the AFM-AFM
and AFM-FM model at 7' = 100 K. The results are plot-
ted over the corresponding experimental data at (6,0,1)
in Fig. 10 and reveal that both models predict an almost
identical asymmetric thermal line shape broadening at
T =100 K.
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